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ABSTRACT:

The rise of crowdsourced mapping data is well documented and attempts to integrate such information within existing or potential
NSDIs [National Spatial Data Infrastructures] are increasingly being examined. The results of these experiments, however, have been
mixed and have left many researchers uncertain and unclear of the benefits of integration and of solutions to problems of use for such
combined and potentially synergistic mapping tools. This paper reviews the development of the crowdsource mapping movement and
discusses the applications that have been developed and some of the successes achieved thus far. It also describes the problems of
integration and ways of estimating success, based partly on a number of on-going studies at the University of Nottingham that look at
different aspects of the integration problem: iterative improvement of crowdsource data quality, comparison between crowdsourced
data and prior knowledge and models, development of trust in such data, and the alignment of variant ontologies. Questions of
quality arise, particularly when crowdsource data are combined with pre-existing NSDI data. The latter is usually stable, meets
international standards and often provides national coverage for use at a variety of scales. The former is often partial, without defined
quality standards, patchy in coverage, but frequently addresses themes very important to some grass roots group and often to society
as a whole. This group might be of regional, national, or international importance that needs a mapping facility to express its views,
and therefore should combine with local NSDI initiatives to provide valid mapping. Will both groups use ISO (International
Organisation for Standardisation) and OGC (Open Geospatial Consortium) standards? Or might some extension or relaxation be
required to accommodate the mostly less rigorous crowdsourced data? So, can crowdsourced data ever be safely and successfully
merged into an NSDI? Should it be simply a separate mapping layer? Is full integration possible providing quality standards are fully
met, and methods of defining levels of quality agreed? Frequently crowdsourced data sets are anarchic in composition, and based on
new and sometimes unproved technologies. Can an NSDI exhibit the necessary flexibility and speed to deal with such rapid
technological and societal change?

1. THE RISE OF CROWDSOURCING AND VGI

as they wish — probably for thematic purposes of their own.
It was probably Howe who in 2006 first coined the term Contributed information may be provided voluntarily, but what
“crowdsourcing” (Howe, 2008), and assigned it to the discovery happens to it is up to the organisation to which it was given.
and use of data by citizens for themselves and by themselves. The contributor has either no or very minimal rights to it
From the start this included both locational, spatial and thematic ~ thereafter. The OpenStreetMap (OSM) ethos, as will be
information. The expansion of the geospatial database was considered later, is that of entirely VGI, whereas other
largely made possible by the rapid growth of the use of personal activities, such as donation of information to the Google
GPS systems. As a geoscientist | tend to think of crowdsourcing mapping suites, tend to be CGI. Everybody can use the final
as being inherently concerned with locational data, but it is products of both, but CGI donations are not necessarily
worth noting that Howe said crowdsourcing could be reciprocal.
categorised as:

the act of a company or institution taking a function once Anderson (2007) had “six big ideas” in his prophetic Techwatch
performed by employees and outsourcing to an undefined report to the UK JISC that have been cited by many authors
(and generally large) network of people in the form of an (Anand et al, 2010; Boulos , 2011). The first was that of
open call . . . (Howe, wired.com) individual production and user generated content — now more
which contains no spatial concept as a main theme. known usually as VGI, following Goodchild (2008), or CGl,

where constraints on use exist. The next was harnessing the
The crowdsource idea has spread since 2006 and multiplied to power of the crowd — now commonly termed crowdsourcing.
involve people everywhere, but has raised some disquiet He envisioned the use of data on an epic scale, which is
amongst established agencies that previously were considered certainly now the case. Two more ideas were network effects
by themselves, and frequently everyone, not only to “own” the and the architecture of participation generated by the web,
field of activity — such as topographic survey — but also to have together providing a synergistic use and increase in value, both
developed excellent standards and practices. Many in economic and cultural terms. Last, but by no means least,
organisations considered that crowdsourcing newbies would be Anderson stressed the need for openness, to maintain access and
acting haphazardly at best, and erroneously at worst. rights to digital content. Fortunately the web has always had a

strong tradition of openness, if not anarchy, and so the
An important distinction has arisen since Howe’s statement: that introduction of open sourcing and standards and free use and
between volunteered and contributed information — VGI or CGI reuse of data has become a mainstay of much technological,
(Harvey, 2013). Many people volunteer information to groups community, and cultural development. Boulos (2011) considers
or institutions in the hope and expectation of getting it back, that using the web to bring together the instinct and abilities of
possibly enhanced by other voluntary additions or edits, to use experts, the wisdom implicit in crowdsourced material, and the

399



International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences,
Volume XL-1/W1, ISPRS Hannover Workshop 2013, 21 — 24 May 2013, Hannover, Germany

power of computer analysis results in the synergism envisioned
by Anderson.

1.1 Are the Best Things in Life Free?

Of course we weave a tangled web once we plunge into the
legal situation on crowd sourced data of any kind. This helps
explain why Google have such a thoroughly stated CGI
agreement (http://www.google.com/intl/en/policies/terms/, Your
Content in our Services). Indeed when it comes to free software
or data much hair splitting is necessary to distinguish
successfully between the different meanings of “free” in
different contexts. Wikipaedia puts it nicely by dividing free
into gratis and libre: for zero price say gratis, but for with little
or no restriction, libre.
“The ambiguity of the English word free can cause issues
where the distinction is important, as it often is in dealing
with laws concerning the use of information”
(http://en.wikipedia.org/wiki/Gratis_versus_libre)
Richard Stallman, quoted in the wikipedia entry above,
summarised the difference in a slogan: "Think free, as in free
speech, not free beer." This principle appears to apply equally to
spatial data and open source software as much as to speech and
beer!

VGI and CGI data are also subject to the law of the land. In the
US there has been a recent Supreme Court ruling against using
advancing technology, such as private cell phone tracking, and
then to collect, store, and analyse the results (Liptak, 2011,
Crump, 2012). In Germany in 2010 a Green Party member
accessed company records and found that his phone had
provided 35,831 individual locational and informational records
in a seven month period.
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Collection of information may not necessarily be either overtly
voluntary or contributory.

1.2 Open Source Data Linkages
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Figure 1: Early starting situation in 2007. Few links exist
between data sets.

Crowdsourcing relies on the internet for its organisation, access
to software services, general communications, search ability,
and thematic ideas. As the internet has grown, so have linkages
between different data providers. This has forced the
development of a semantic web that can communicate
meaningfully between its parts: ane repository can understand
another’s terminology. Hahmann et al (2010) describe this
linking process and have widely publicised Richard Cyganiak’s
LOD (linking-Open-Data) cloud diagrams, shown in Figures 1
and 2. See http://richard.cyganiak.de/2007/10/lod/ for more
details and the current state.

(=

icer / "

wrappr

S

= i \ = <
2 e o e T Media t/)
/ s - &
? Saihy \‘:"v-_‘ —
i s —F Geographic )
ece

KISTL

Publications

e

== User-generated content
Government |

Cross-domain O

. ™\
Life sciences ( )

@0

As of September 2011

Figure 2: The situation in 2011 showing great increase in both links and complexity.
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Circle size for each data site indicates content: very small is
<10K, and very large >1B items. Width of link between sites
varies from thin at <1K links between a pair of datasets to thick
indicating >100K links.

The technologies used to provide the links are URIs — the
Uniform Resource ldentifier, containing URLs (Uniform
Resource Locator), URNs (Uniform Resource Name), HTTP
protocols for retrieving resources, and more recently, the RDF
(Resource Description Framework), provide a generic graph-
based data model for describing things and their relationships
(Bizer et al, 2009). Linked Data, as in Figure 2, might be said to
be a representation of what many would call the Semantic Web.
Tim Berners-Lee, inventor of the Web and the person credited
with coining both the term Semantic Web and Linked Data has
frequently described Linked Data as "the Semantic Web done
right".

1.3 Growth of VGI Web Mapping and Mashups

It is quite instructive to look at the growth of APIs (Application
Programming Interfaces) found on the Web in the last few
years. Figure 3 is taken from the “Programmable Web” (at
www.programmableweb.com/apis) and shows the growth in
“mashups” — using data from institutional sources mixed with
thematic data generated by VGI, or from other data repositories.
The pink shaded area shows growth in the 3 months up to
August 2012.
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Figure 3: Growth in APIs over the last four years
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Figure 4: New mapping API growth 2005-2012.
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Only the last 3 month’s data for 2005, and the first 11 months
for 2012 are given. This is each 'year’s added sites, not totals.
By Nov 2012 there were 7,920 APIs, of which 2,635 were
related to at least some element off mapping; this was an overall
rise of 292 APIs over the previous month.

The acceleration of all forms of API has been considerable over
the last few years, and particularly mapping sites, as users have
started to realise the potential benefits to themselves and others.
Batty et al (2010) have suggested a categorisation of mashups
into: backcloth mapping using a basic portal such as
exemplified by Google Maps and MyMaps; more complex
applications built using the data facilities and applications
sitting on the platform; the ability to add data to mapping using
secondary software, such as with GMapCreator or Google
MapMaker, and finally portals that allow users to create content
using basic software, such as OSM crowdsourced mapping.

2. CROWDSOURCING GEOSPATIAL DATA

In 2009 there were many countries collecting and editing their
own data. Figure 5, taken from Coleman et al (2009), shows the
wide global spread. The question addressed by Coleman
concerns the motivation of these volunteer producers.

Figure 5: Countries using Google MapMaker to collect and edit
their data in 2009. From Coleman, 2009.

The development of Wikipaedia and the FOSS (Free or Open
Source Software) communities may act as a guide to the
reasons. He suggests in line with Wikipaedia research that
altruism, professional/personal interest, intellectual stimulation,
protection or enhancement of an investment, social reward,
enhanced personal reputation, creative outlet, and a probable
pride in local community. There are, of course, negative aspects
as well: mischief, agenda driven individuals, and those with
malice or criminal intent. These latter individuals are, we all
hope, not as well organised and perhaps considerably outclassed
by some of the most successful altruistic VGI examples, such as
OSM. But the problems resulting from malicious or criminal
intent require sericus checking of all data donated as VGI or
CGI before acceptance into any permanent archive.
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2.1 Why make VGI Maps?

According to Starbird (2012), “Crowdsourcing, in its broadest
sense, involves leveraging the capabilities of a connected crowd
to complete work.” OSM is probably the best mapping example,
though there are many to choose from, particularly if the
process of gathering the data and filtering it is considered a
prime function in the process, such as the use of Twitter to
gather data, followed by collaborative filtering to identify local
Twitterers who are providing raw data during active
catastrophes (Starbird et al, 2012).

OSM (see on-going project in Figures 6 and 7) is venerable by
web standards. Formed in 2004 by Steve Coast it now has over
200,000 members and was created to be free as in “beer” and
relies on crowdsourced data and editing, much like Wikipedia.
How well has it performed in the last 8 years? This will be a
consideration of a later section of this paper.

Figure 6: The OSM “no-name” project.

The no-name project was active on the OSM web site in
November 2012, where users were invited to help with known
problems — in this case unlabelled route names in Europe. The
apparent density of no-name routes rather over-emphasises the
scale of the problem.
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The map making process is in essence simple and
straightforward. Volunteers take a GPS on their journey, record
their tracks and any extra information with notebooks, cameras
etc (see http://wiki.openstreetmap.org/wiki/Main_Page), return
home to download all the information, upload it to the data base
and edit the result. Since 2006 Yahoo, and more recently some
national mapping providers, have allowed OSM to use their
imagery to help create the OSM map. A good example is the
Baghdad City plan in Figure 8 generated in OSM, using
imagery, online drafting, and ground truth checks by local
volunteers.

Figure 8: Baghdad City, using OSM, mapped remotely by
volunteers, from imagery, with ground checks.

Apart from OSM most of the impetus for mapping has come
from individuals or groups desiring thematic content, rather
than desiring to be ground surveyors. This explains why basic
mashup sites have been so popular, where base mapping is
provided, and the group generates the thematic coverage.
Academic researchers have also been busy using mashups to
display group activity such as Twitter messages, and other
internet measurable phenomena.

Twitter messages have been mapped successfully by some VGI
enthusiasts. Figure 9 shows one of these maps for central
London. Volunteers can get up to almost anything. A recent
example is the London Twitter Language Map in Figure 9,
generated by UCL CASA from an analysis of tweets for about
six months between March and August 2012 (see at
http://mappinglondon.co.uk/2012/11/02/londons-twitter-
tongues/). English accounted for 92.5 per cent of the tweets,
with Spanish the second most common language, followed by
French, Turkish, Arabic and Portuguese.

Figure 7: An enlarged section from Figure 6, from the Melton
Mowbray area of the UK, shows the true situation .
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Figure 9: Twitter Language Map of London. Languages used
are shown in colours for the period from March to August 2012.
Every tweet analysed, with over 3 million in English (not
displayed). Data and map from UCL CASA.

This map indicates that in the north, more Turkish tweets (blue)
appear, Arabic tweets (green) are found mostly around Edgware
Road and pockets of Russian tweets (pink) in central London.
French language tweets (red) are surprising as they occur in
high density pockets around the centre rather than in South
Kensington - an area with the Institut Francais, a French High
School and the French Embassy. The map demonstrates the
speed with which analysis of the data can be performed and the
finished maps put online. There remains the extremely relevant
question of whether access to this type of social network data is
considered legitimate, or indeed should be regulated, in view of
the legal cases referred to earlier in the USA.

Figure 10: Excerpt of the real-time Tube map by Matthew
Somerville (Nov 2012).

Another aim of the VGI movement is the creation of near real-
time maps of various phenomena to show changes over time.
One of the most urbane of these must be Matthew Somerville’s
map showing Tube trains moving through the London
underground  railway  network  (see it live at
http://traintimes.org.uk/map/tube/). A yellow pin in Figure 10
shows the present location of every scheduled train and a red
Underground symbol for every station. The entire application
took only a few hours to develop during Science Hack Day in
June 2010, held at Kings Place, using Transport for London’s
Tube API, which releases data about train movements.

403

Guestion Asked

WS B 1t i3t
o Wt readng

Broadtand toed

; rtw«m—dw
Figure 11: Broadband access speeds. An example of a

politically active SIG at work using
an online questionnaire.

The train map is also an example of a special interest group
(SIG) that has its own motivations for VGI mapping. Another
example of a SIG would be a group with an action agenda such
as broadband accessibility in a particular part of the UK. In this
instance the site www.surveymapper.com was used to conduct
an internet survey — only to those who wanted to respond, so a
bit self-selecting. Over one month 13,000 entries were made
and as a result a map of East Anglia emerged showing actual as
opposed to the theoretically achieved connection speeds
according to 1SPs. Oddly, some responders lived in other parts
of the UK — hence the patchy detail in other parts of the UK -
and were obviously unhappy about their internet access! A
locally intended survey started to go global before the
termination date, indicating perhaps a public expression of
interest and concern in the broadband speed issue.

2.2 Mapping Disasters

Perhaps the most publicised and helpful results of VGI activity
have been found in the area of disaster response mapping.
Disasters happen anywhere, quickly, and often in areas without
sufficient or adequate mapping to enable efficient rescue and
repair to be undertaken. There has been considerable research
into the VGI mashups and full mapping sites that have been
generated (Liu et al, 2010; Barrington et al, 2011). Many groups
have been formed specifically to attempt to handle disaster
relief, for instance choosing rather blindly out of a cast of
hundreds: Patrick Meier’s Ushahidi at www.ushahidi.com that
covers many global projects; the GEOCAN Consortium at
http://www.tomnod.com/geocan/, conceived by ImageCat,
mainly concerned with relief from the effects of seismic
activity; and of course many, many groups using OSM, or
Google, or another of the mapping sites. Some of these
activities are very detailed.

The damage from the City of Christchurch earthquake in
February 2011 was mapped by volunteers around the world
from images on the GEOCAN site. See the excellent site at
http://www.christchurchquakemap.co.nz/ for earthquake details.
Figure 12 shows some of the work performed online where
damage was visible on the photos so that a rapid assessment
could be made of where help was needed. An army of willing —
trained on the web site where necessary - air photo interpreters
were put to work very quickly to aid in recovery.
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Figure 12: Christchurch earthquake survey. From at http://www.tomnod.com/geocan/. The training image on the left indicates how

damage appears on photos. The yellow lines, drawn by the VGI community worldwide, outline serious earthquake damage to
buildings in the image on the right.

Even YouTube has been getting into disaster mode recently in
the USA, though less for relief than display of Twitter
messages, to a mapping and disaster music background. See the
Hurricane Sandy (October 2012) Tweets video at
www.youtube.com/watch?v=g3AqgdIDY GOc&feature=player_e
mbedded.

A question that needs to be asked is: “How do the VGI
instigated sites compare with those organised reactively or
proactively by the authorities?” The answer is difficult to assess
as often the aim of the sites is different. The VGI contributors
tended to be very single theme focussed and do not always take,
or have responsibility for, an overview to any given disaster.
The authorities, have to respond, inform, and deal with all
aspects of the situation, and so may appear, and quite possibly
be, more lethargic in their reactions to events.
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Patrick Meier, at http://irevolution.net/2012/08/01/ crisis-map-
beijing-floods/ blogged about the terrible flooding in Beijing in
July 2012 in which over 70 people died 8,000 homes were
destroyed, and $1.6B of damage sustained; the result of the
heaviest rainfall in 60 years. VGI contributors, within a few
hours and using the Guokr.com social network had launched a
live crisis map that was reportedly more accurate than the
government version, but also a day earlier. Figure 13 shows part
of the crowdsourced map as at 1st August. Mr Meier
commented that additions in the future might be to turn the
excellent crisis map into a crowdsource response map by online
matching calls for help with corresponding offers of help, and to
create a Standby Volunteer Task Force for potential future
disaster situations.

Guangqumen Bridge

Last Updated by WanglL yesterday

Route planning Search nearby More info~

Figure 13: Part of the crisis map made by VGI from the July 2012 Beijing floods.

Some days later the Beijing Water Authority map in Figure 14
was published. It has all the benefits of production by authority:
it is precise, accurate, exhibits good cartography, while at the

same time managing to be rather obscure in interpretation (not
because of the Chinese language), and probably static —
describing what had happened, not what was happening.



International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences,
Volume XL-1/W1, ISPRS Hannover Workshop 2013, 21 — 24 May 2013, Hannover, Germany

=
C)

7mﬁx%ﬁmﬁaﬁﬁmwﬁﬁ

| BUk30cmll . (304) @
| B1K30emBl T (334) @

,w/ NN

TS « .f- IQ

\ 1 [ -3 qf/ _ /’ -
-_.i._,...- ;_—:‘-& ’! -}:":_?4
s O Rl A S
| . ‘_ ‘ ]: o |9 _ 1
| o 4 ‘L] ll”_ | iy
S a2
1 i et L| P ®
ok ol JEIERY E—"R
IS;:_._ ..!'“'11 2 6
2 ‘:‘ ‘ .t‘ .' \_\\.:\\\ S
o e i N I
I = |
A e _hEE/welbo. g n/cg _'r;;_rlyw

Figure 14: Beijing Water Authority Map generated for the flood of July 2012.

The Beijing Meteorological Bureau sent 11.7 million people an
SMS warning on the evening of the rainstorm, including safety
tips, but it proved impossible to warn all Beijing’s 20 million
residents because the mass texting system was far too slow to
disseminate the warning.

The third example to be considered in this paper is the tragedy
of the January 12th 2010 Haiti earthquake and the
crowdsourcing response to it, as outlined in Heinzelman et al
(2010). The magnitude 7 earthquake killed about 230,000
people, left 1.6M homeless and destroyed most of Haiti’s

populated urban areas.

Figure 15: Organised VGI at work - Patrick Meier’s living room
— the Ushahidi-Haiti nerve centre at the start of the crisis.

The response of the Ushahidi organisation was immediate and
the Ushahidi-Haiti map was launched. A large collaborative
effort was instituted, governmental, industrial, academic, and
from the grass roots to create a map of the present post calamity
Haiti, and place upon it texted messages concerning needs and
requirements. 85% of households had mobile phones, and of the
70% of cell phone masts destroyed most were repaired rapidly
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and back in service within a few days. The texts contained
reports about trapped persons, medical emergencies, and
specific needs, such as food, water, and shelter. The most
significant challenges arose in verifying and triaging the large
volume of reports. These texts, at a rate of 1,000-2,000 per day,
were handled by more than 1,000 volunteers in North America,
plotted on maps updated in real time by an international group
of volunteers, and decisions and resources allocated back in
Haiti.
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Figure 16: Part of the final OSM-Haiti earthquake damage map.
1.4M edits were performed during the first month.

If a piece of information were considered useful and specified a
location, volunteers would find the coordinates through Google
Earth and OpenStreetMap and place it on haiti.ushahidi.com
for anyone to view and use. The results can be viewed at
http://wiki.openstreetmap.org/wiki/WikiProject Haiti/Earthqua
ke_map_resources. Through the aggregation of individual
reports, the crisis mappers were able to identify clusters of
incidents and urgent needs, helping responders target their
response efforts.
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Figure 17: From Barrington et al (2011). Building numbers in

damage grades 4 (very heavy) and 5 (destroyed) identified by

volunteers, by day, following the earthquake. By less than two

weeks after the event (23rd January) most of the damage had
been mapped by the community.

The damage to buildings was extremely heavy, as shown in
both the map extract in Figure 16 and the graph of destruction
of building in Figure 17. Chapman (2010) describes the editing
process using OSM and created a graph of edits per day by
different sectors of the OSM community. This is shown in
Figure 18.
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Figure 18: From Chapman (2010). Number of edits per day
from the earthquake occurrence on 12th January 2010.

The blue line in Figure 18 represents the sum of edits on a given
day. This total consists of the yellow line — pre-existing editors,
plus the red line — editors who signed up after the earthquake.
Pre-existing editors, unsurprisingly account for 85% of the work
completed during the month following the earthquake.

So, what did they achieve in this month? Figure 19 tells the
story in dramatic fashion; from nothing to full mapping with
health clinics, refugee sites and other amenities fully mapped.
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19: From

Figure
http://www.openstreetmap.org/,

Perkins (2011), source

OpenStreetMap  contributors,
CC-BY-SA. State of OSM mapping before (top) and after
(bottom) the Haiti earthquake — part of Port-au-Prince.

McDougal (2012) considered the contribution of VGI during a
number of recent disasters: Queensland floods, Christchurch
earthquake, and the Japanese Tsunami. He praises the speed
with which crowd map sites were established, and approximated
the total number of volunteers involved: Queensland flood,
98,000; Christchurch earthquake, 100,000; Japan Tsunami,
13,000. Lifecycle of a site was typically a month for the
earthquake to more than six months for the tsunami. He also
recorded the observed quality of reports varying between 6%
verified to 99% verified; but unverified does not necessarily
mean not true. He concluded that in all three cases the
crowdsourced maps filled a gap in the emergency response
efforts, particularly in the early chaotic stages of the crisis.

Dodge et al (2011) consider that a key issue is that of forming a
coherent group from the crowd and moulding it to work for a
common goal. Coordination of independent VGI providing
individuals can be by no means easy. And yet these goals have
been achieved in most cases within hours or days, not weeks,
from the event. This fact alone indicates the need for the VGI
organisations and the strength of them. No formal institutional
or governmental group can form or act as quickly, without
continuous major expenditure from the public purse. Checks on
the quality and accuracy of VGI are needed but, in disaster
situations at least, malicious activity has not been great. VGI is,
after all, freely provided by a generally benign and altruistic
population. Sometimes things go wrong with VGI, usually in
organisation, data collection, or communications processes, and
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the map suffers as a result. As Dodge et al (2009) say “The
point when things go wrong often highlights how things really
work and this point is often overlooked in everyday life.” These
are the times where all OSM focuses its attention on improving
the map. In its default position OSM displays the most currently
available version of the database, which, as a result of constant
and on-going editing never looks the same as before. Some take
this as instability, others as rapid update towards a changing
truth.

2.3 Mapping Software for VGI

The VGI community relies heavily on open source software,
much of it provided by fully commercial organisations such as
the Google or Yahoo mapping suites. Many also rely on
national mapping agency output, where appropriate and
available. The USGS has been in the forefront for many years
for making map data available on an open and free basis to help
foster economic growth, research, and, more recently to help
facilitate mapping amongst the growing VGI community. Some
countries in Europe have lagged behind considerably, but since
2010 the UK Ordnance Survey, for instance, has at last made
much of its basic map data at a number of scales available free
of charge, where previously it was both licenced and charged
(Bray, 2010).

The availability of software is vital to the building of
crowdsourced mapping initiatives. Shao et al (2012) delve into
the detail of the development work that is underway in OSGeo,
one of the mainstays of the open source software movement
http://www.o0sgeo.org/home, using Sub  Version Number
Commits (SVN) to indicate levels of activity. Every SVN is
approximately the equivalent of a heavy editing session in
OSM, but by a software author rather than a data editor.
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Figure 20: SVN Commits for OSGeo software between October
1998 and April 2011. Inset is a display of the number of authors
supplying code to each project. From Shao et al (2012), Table 1.

In Figure 20 GRASS is by far in the lead in terms of version
development, mostly because it is one of the longest running of
the open source software programmes, but also as the inset
shows, because it has more authors working on it than many
other projects. Altogether there have been over 0.25M SVN
commits in all OSGeo software in less than 15 years. GeoTools,
a younger project, is catching up rapidly!

Figure 21 shows the number of authors working simultaneously
on a number of different projects. This is one of the great
benefits of open source software, as shared development and
ideas rapidly reach a wider audience. About 15% of authors
contribute to more than one project, and a few to more than five
projects.
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Figure 21: Percentage of authors working on more than one
project. From Shao et al (2012), Table 1.

Shao et al (2012) consider that these “boundary spanning”
authors create essential internal and external networks for open
source projects and possibly help harmonise activity. All
successful open source authors and projects, according to Butt
et al (2012), must ensure they know who their intended user
might be, create an effective user interface, be better than what
went before, work well in the community for which it is
destined, and most importantly have back up in the form of
documentation and help from a network of participants.
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Figure 22: Ushahidi sites in 2012 — some omitted at map
borders, from http://www.ushahidi.com/

Google is probably the best known provider of mapping
services to the VGI community, and MyMaps probably has the
widest user base, owing to its low entry skill barrier. As a
platform it has served many VGI communities very well. For
disaster management the Ushahidi sites are well known and
successful. Figure 22 shows extant Ushahidi sites in 2012.
Numerous earlier examples of Ushahidi site mapping have been
given in this paper. Ushahidi continues to act quickly and
usefully to crises, and to use whatever software might be freely
available or donated.

OpenStreetMap is a much more complex proposition for
participation, requiring more advanced computer and GIS skills
to add to and edit the mapping base. Neis et al (2012) consider
the development of OSM in Germany. They propound the 90-9-
1 rule where 90% of registered contributors do not do so, 9% do
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so sometimes, and 1% do most of the work; not an uncommon
situation in all of life?

osm Percentage 98% data
Year issinbiers cpm_ributing provided
significantly by
2008 30,000 10
2009 200,000 10 10,000
2010 330,000 5 12,000

Figure 23: Contribution rates for OSM. From Neis et al (2012).
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Neis’s rule roughly applies for OSM in the years 2008 to 2011.
OSM is very active in Germany and remarkably complete — in
2009 nearly 50% of all edits were completed, but by 2010 the
percentage reduced to 30%; possibly as a result of increasing
activity in the disaster mapping arena? Quantity is not quality.
In the case of OSM in Germany some tests have been made
comparing OSM with, for example, commercial routing data
from TomTom and Navteq (Haklay, 2010; Zielstra et al, 2010).
The results indicate OSM displays good detail in urban areas,
but falls off considerably in rural ones.
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Figure 24: OSM authorship defined by colour for Bologna, using ITO!"s OSM Mapper service.. From Dodge et al (2012).

Dodge et al (2011) provide a spatial dimension as to who does
what in OSM. Figure 24 shows Bologna OSM mapping, each
author — in all 124 of them — being recorded in a different
colour on the map. Note that as for Germany the top ten editors
contributed 74% of the map data, and one 18% of the total.
Quality can be checked as the complete authorship history, from
2008 onwards can be displayed for comparison with other data.

Using a GPS to record spatial data enables a wide VGI input to
mapping schemes, but it does mean that the surveyors are no
longer necessarily qualified land surveyors. Some will be, as
their interests outside their formal job may also include survey,
but others will at best be keen amateurs and not necessarily
either in full control of their instruments or of the theory behind
map making. This is what national surveys come to fear! The
OSM site does provide a significant amount of help online for
amateurs, who probably learn rather quickly, on the job, when
they see and edit their data results. Also, as the Ordnance
Survey learnt in the 1970s, generating spaghetti — as GPS tends
to do with the ubiquitous breadcrumb trail — does not make a
cartographically versatile product. Many VGI enthusiasts are
perhaps not as aware of this problem as they should be.

Figure 25: Standard GRASS product, still much the same as the
original system in the 1980s. Aggregated weekly astronomical
insolation time in northern Italy, including shadows. 5mx5m
plus LIDAR. See http://grasswiki.osgeo.org/wiki/Main_Page
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The most venerable open source mapping capability is probably
the GRASS GIS, first developed by the US Army Corp of
Engineers in 1982. It was an entirely raster system but both its
data sets and its use have diversified greatly. GRASS 6, the
latest release, has introduced a new topological 2D/3D vector
engine and support for vector network analysis. Internally
GRASS has been integrated with the GDAL/OGR libraries to
support an extensive range of raster and vector formats,
including OGC-conformal Simple Features. Attributes are now
managed in a SQL-based DBMS. The visualization tool was
also enhanced to display 3D vector data and voxel volumes.

Figure 26: Building footprints extruded to 3D block, and
colourised by building type. GRASS product for Trento, Italy.

Cartography and journal quality figures can now be created
using the postscript hardcopy authoring tool or directly from the
main GIS displays using the PostScript, PNG, or Cairo drivers.
In addition, GRASS data may be exported for use in other
popular open source mapping software such as GMT or
Quantum GIS.

2.4 Geoportals

Portals mostly try to provide access to data sets, but not
necessarily the data sets themselves. As such they are concerned
with metadata and search and discovery processes. They may
well pass the user to other sites to collect any data sets
requested. This does not mean they have no geospatial
component. Just the opposite may well be true as they must be
able to display their wares and interact meaningfully with the
user’s geographical and thematic questions to provide answers.

An example of a rather different portal is WISERD (Fry et al,
2012, http://www.wiserd.ac.uk/research/phase-1-reserach-
programmes-2008-2011/data-integration-theme/the-wiserd-geo-
portal/) where although the principles are the same as for
INSPIRE (http://inspire-geoportal.ec.europa.eu/) or GEOSS
(http://www.eurogeoss.eu/default.aspx), the application — out of
120 portals reviewed by the authors — was the only one trying to
support quantitative and qualitative social science academic and
policy research. WISERD uses free and open source software
(FOSS) components and services. A range of software tools
have been developed by the WISERD Data Integration Team to
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capture standards compliant metadata for a variety of socio-
economic data sources, and the WISERD Geo Portal provides
map and text-based search tools for accessing this database.

3 SYNERGISTIC SENSING — PEOPLE + SENSORS
Crowdsourcing is not limited to humans! Many authors have
considered the nature of machine sensors, whether carried by
people, motorised transport, or static. See Botts et al (2007),
Boulos et al (2011), and Resch et al (2012) for interesting
coverage of the possibilities and interactions between sensors of
one type or another and their use in the environment.

R e N

Figure 27: Urban monitoring - connections between the physical
and digital worlds. From Resch et al (2011), from (SENSEable
City Lab, 2009).

A suitable paradigm to represent this situation is given in Figure
27 from Resch et al (2011) which shows the connection
between the physical and digital world; one of either great fun
or abject terror!

If machines are to be successful sensors and full participants in
the VGI, CGI, or authoritative data collection process then
standards are required so that they may transmit their data. Botts
et al (2007) wrote the OpenGIS white paper for the OGC to
define the standards and formalise the structures used. This led
to the possibility of interoperability and spawned many sensor
services through the Sensor Web Enablement Initiative (SWE),
covering:  Language (SensorML);  Observations and
Measurements (counterpart to SensorML); a Transducer Model
Language; Sensor Observation, Planning and Alert Services;
and a Web Notification Service.

“SWE aims to enable the discovery and querying of sensor
systems, observations, and observation procedures over the
Internet. This process comprrises determination of a
sensor’s capabilities and quality of measurements, access
to sensor parameters that automatically allow software to
process and geolocate observations, retrieval of real-time
or time-series observations and coverages in standard
encodings” (Botts et al, 2007).

The result is that people are now able to use mobile phones,
static sensors, transport information — such as the Tube trains
position on the London Underground system discussed earlier —
to add to their VGI content and to inform their analysis. Sensor
feeds into environmental crises and disaster systems have
become very important, and ubiquitous, be it for meteorological
warnings, or tsunami tracking. The possibilities of public
surveillance systems, hopefully for the public benefit, are many.
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3.1 Use of Mobile Devices

OGC Open GeoSMS provides a means of sending geospatial
information using the text SMS service. An example of such a
message service in use can be seen on the left in Figure 28.

Sint-Steve

e

\B“e“ E
Figure 28: Left, alert message example, sent by SMS (Boulos et
al, 2011). Right, map of CO in Copenhagen, generated by
bicycle couriers for the Open Scents project (Resch et al,
2012).

There are many possibilities for using this service, for instance
in disaster management procedures at some of the Ushahidi web
sites, or as given in Resch et al (2011) in the Common Scents
project, to monitor air quality capturing data related to gases
(CO, NOx), noise, and weather parameters. A novel aspect of
sensor technology in the latter case is the use of courier bicycle
mounted sensors used in Copenhagen. The resulting map is
shown on the right in Figure 28.

The now commonplace GPS, mobile phone and its associated
text service have led to a rapid growth in their use in gathering
crowdsourced material, and most importantly, now allow for
dynamic response and updating. A decade ago, when SMS
could not be used in this manner, updating of any sort was
painful and slow if it involved trips to the field.

Air photos can be used to identify change through time, and has
been common practice for land survey. The photos could be
used to update detail in many cases, or at least guide ground
survey in others. The latter process was necessarily very slow.
This has changed markedly with the arrival of small GPS and
survey instruments, but maintaining a sufficient body of survey
trained staff is still a major cost limitation. Today OSM can rely
on a largely altruistic band of editors roaming the countryside to
gather information for timely updates; a major change.

But these bands of volunteers are not limited to basic survey.
Indeed, they are becoming increasingly concerned with
collecting thematic data for projects they perceive essential. The
project may not be organised by volunteers, but uses VGI input
for data collection, refinement and update. One such example,
the map sheet for Derbyshire shown in Figure 29, was the
created by the Tranquillity project, run by the CPRE (Campaign
to Protect Rural England), where Jackson et al (2008) created a
500m square raster for England showing a qualitatively defined
tranquillity score for each cell by crowd sourced public
participation. Red indicates qualitatively a least tranquil area
according to a variety of measures used, and green exposes the
rural idyll.
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Figure 29: CPRE Tranquillity survey of England, SK sheet,
covering Derbyshire. From Pawlowicz et al (2011). Note coarse
resolution of grid cells of original CPRE survey, at 500m by
500m.

It became apparent that it would be useful to update this map to
keep a check on dynamic and fluctuating changes in the
perceived level of tranquillity, and to provide higher definition
in some areas. The only way this could be done at all
economically and efficiently was by using VGI data derived
from mobile phones that, as the volunteers traversed the
countryside, recorded position, voice, and photos. Pawlowicz et
al (2011) conducted the survey and concluded that the strengths
of dynamic geospatial survey came from its adaptability, the
VGI involvement, and the iterative repetitive real time control
possibilities of the collection process.

est Tranquillity Survey Results: 16/10/10

EGPS trace
B Tranquillity
HAgnes yes
B Agnes no
ElAnna yes

B Anna no
HDave yes
BDave no
EiManuel yes
EiManuel no
HRuth yes
ERuth no
EFims

Figure 30: Infilling dynamic updating with multimedia VGI
geo-data. From Pawlowicz (2011).

A major problem with the technique was that tranquillity
surveys tend to be conducted in rather rural areas, and weak
mobile signals caused difficulties. Also the qualitative nature of
the survey required some crowd training. Mobility across large
areas of the countryside required lots of volunteer good will. On
the other hand the process was sufficiently flexible that VGI or
PGI volunteers could be used, depending on type of education,
sensor data could be transmitted automatically, live Al-like data
refining at the control centre might be developed, and all
incoming multimedia data was fullly and reliably geo-tagged.
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3.2 Problems with Time and Update

Using mobile devices and sensors to update and edit previously
information stored requires an understanding of the way spatio-
temporal changes occur and what type of structures might
support them. Siabato et al (2012) addressed this problem and
defined what he called a Timing Point which was measured on
three temporal axes: database recording time, object changing
time, and object creation time (see Figure 31).

Database recording time.

Object changing time.
Object creation time.

Timing Point

Figure 31: Siabato’s three time axes needed to define a Timing
Point. From Siabato et al (2012),

Siabato’s tri-temporal model has an extra axis to the bi-temporal
models proposed by Worboys (1998) and Snodgrass (1992).
Siabato considers his formulation essential to correctly relate all
states that might occur as the creation time axis is required to be
able to enrich the temporal relations between features.

reappearance
disappearance

creation X
transformation

> .--»death

time

Figure 32: Worboys (2005) approach to recording change rather
than snapshots.

Worboys, in 2005, considered event-oriented approaches to
geodata and a comparison between the snapshot approach of
“what happened at a given time?” as opposed to “when did
changes occur?” Most maps follow the first approach and there
is no clarity about how map one changed into map two. If the
change points are recorded then a complete history might be
fabricated. The advantage of maintaining a change history
rather than a snapshot history, equally important in software
versioning systems, is that recreation of the entire event is
possible. This is not the case with snapshot histories; see any
national map series with 20 year updates.

This is not a problem with OSM, as it is possible to peel back
through the edits to earlier forms of the map; little is lost. The
frequency and rapidity of edits in OSM is illuminating. Figure
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33 shows the OSM mapping for the UK London Olympic
Stadium from Aug 2008 to Aug 2011 as each part was
completed. It is difficult to fault the OSM map update speed
compared with national maps.
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Figure 33: OSM mapping of London Olympic site, From
Perkins (2011).

4 INDOOR AND 3D MAPPING

National surveys do not traditionally map the third dimension
other than for topography. In particular few public organisations
have significant 3D surveys of building interiors, underground
facilities, or way finding through indoor urban shopping or
other centres. This situation is changing, but so far quite slowly.
Goodchild (2009) made particular point of the need for progress
in this area particularly in urban centres. The standards and
tools provided by CityGML (http://www.citygml.org/), for
instance, now exist to achieve full 3D structured connected
mapping, not just spaghetti boxes. But it remains unclear how
survey and navigation can best be performed internal to a
building. Experimental technologies are available based on Wi-
Fi beacons, inertial navigators, local extensions of GPS,
ultrasound and lasers, but none has yet emerged as the dominant
approach or the basis for standards.

4.1 Indoor and Underground Routing
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Figure 34: Route choices from (a) Bing ,(b) Google Maps, (c)
Mappy, (d) Via Michelin, (e) RouteNet and (f)
OpenRouteService. From VVanclooster et al (2012).

In some places pedestrian pathway mapping through buildings
does exist, and navigation through interior and exterior spaces is
closely linked. Vanclooster et al (2012) tested the effectiveness
of routing algorithms from a number of sources: Bing
(www.bing.com/maps), Google Maps (www.googlemaps.com),
Mappy (www.mappy.com), the Via Michelin route finder
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(www.viamichelin.com), RouteNet plan (www.routenet.com),
OpenRouteService (http://openrouteservice.org) and Naver — in
South Korea (http://maps.naver.com). Brussels in Belgium was
used for most of the tests, but Seoul in Korea was chosen for
one of the underground experiments.

When calculating the shortest path in Brussels both (Figure 34)
Bing and Google do not use a gallery as a short cut, whereas the
others do so; Bing does not show the route, but Google Maps
does provide a name, but not a route. The conclusion must be
that some networks do include interior pathways accessed by
above ground entrances in their shortest route calculations;
others did not have indoor networks at the time of the
experiment.

The underground Myondong shopping centre in Seoul lies
beneath a wide and very busy road, with entrances at either side
of the road. This made a good test of routing software: would
the calculated path suggest going down, through the shopping
centre, and then up on the other side of the road? Only Naver
was able to provide pedestrian routing in Seoul, and it did
successfully find the route; definitely a case of “Why did the
chicken survive crossing the road? Because it’s route planner
did know the underground path.”
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Figure 35: Brussels Central Station to Ravensteingallerij using
route planner (a) Bing ,(b) Google Maps, (c) Mappy, (d) Via
Michelin, (e) RouteNet and (f) OpenRouteService. From
Vanclooster et al (2012).

A further test was conducted in Brussels to see if underground
entrances and exits were part of the route planner’s database.
The test route went from the main railway station via an
underground connection to the Ravensteingallerij (see Figure
35). Only OpenRouteService used all available entrances and
underground passageways to progress directly to the gallery.
The other networks were less successful. In many cases, for all
route finders, the address translating process to convert to geo-
location on the map were rather simplified. For instance all the
route planners used one entrance/address point for route
planning, no matter what the destination of the query, while
railway stations are well known for having several entrances,
owing to their considerable size,

These tests show that the data for the route networks in these
Brussels and Seoul examples were incomplete when the tests
took place, not that the route finder algorithms per se were
inadequate. All data providers add as much extra spatial data
and information into their networks as they can, but update and
discovery take time, and this leads to inadequacy in some
locations. Until the last few years most commercial data
providers did not use any VGI or CGI spatial data to update
their networks. Now, more are doing so as it becomes very clear
that organisations such as OSM can provide accurate useful
information. For example, Google Maps — definitely in the CGI
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camp for data acquisition — has started to make increased efforts
to use this huge human resource to improve its mapping.

4.2 Crowdsourcing Indoor Geodata

The inside of buildings provides a fairly difficult VGI survey
environment because of the non-operation of most easily
understood GPS handheld devices. Other means are becoming
possible using 3-axis accelerometers and the 3-axis
magnetometers available in many smart phones and even a
piezometer implanted in a Nike running shoe (Xuan et al,
2011). But, the kit and skills required are not yet commonplace.
Added to the sudden change of scale, and therefore desired
locational accuracy, when moving across the interface from
exterior survey to interior mapping there is the question, as
discussed by Vanclooster et al (2012), of address matching with
possible multiple entrances to the same building. Lee (2009) has
considered the address interface problem and comments on the
orderliness of some exterior addresses and the disorganised
nature of many interiors.

One of the most prolific authors dealing with 3D city models
published in the last few year has been Goetz (Goetz and Zipf,
2011 and 2012; Goetz, 2012) who discusses the CityGML
standard for storing and exchanging 3D city models, and the
progress of modelling, mostly with German examples. As he
points out, different regions in the world have different desires
and therefore different standards that need to be met in their 3D
models. According to Haklay (2010) and others OSM is often
able to exceed official or commercial data sources in terms of
quality and quantity.

LoDO LoD1

LoD3

LoD2 LoD4

Figure 36: Levels of Detail (LoDO — LoD4) defined in
CityGML specification

CityGML defines a number of Levels of Detail (LoD) for
modelling purposes: LoDO is the plan view of a 2.5D terrain
model, LoD1 is a simple extruded block rendition, LoD2 is
textured with roof structures, LoD3 is a detailed architectural
model, and LoD4 is a full “walkable” 3D model.

As we have seen, most routing systems focus on a 2D network

specification and cannot cope easily with a 3D model. Goetz

proposes:
“the development of a web-based 3D routing system based
on a new HTML extension. The visualization of rooms as
well as the computed routes is realized with XML3D. Since
this emerging technology is based on WebGL and will
likely be integrated into the HTMLS5 standard, the
developed system is already compatible with most common
browsers such as Google Chrome or Firefox. Another key
difference of the approach presented is that all utilized
data is actually crowdsourced geodata from OSM” (Goetz,
2012).
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This would appear to be a very useful contribution to both
mapping and routing services, and the use of OSM to provide
much of the ground truth data would prove invaluable in terms
of both time and money.

30,000,000
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Figure 37: Increase in use of the “building” (blue) and the
“indoor” key for OSM additions from 2007 up to 2011. From
Goetz and Zipf (2011).

There are now about 45M tagged buildings in OSM with
approaching 0.5M added every week (Goetz, 2012); not all are
fully rendered, but many are well above LoD1. This rate of
building increase is currently higher than that for roads, which,
although standing at about the same total, increases by perhaps
0.2M per week. See Figure 37, which shows the increase in
usage of building and interior keys between 2007 and 2011.

Describing and modelling buildings requires a common
understanding of terms and importance. Ontologies have been
developed to allow not only questioning, searching and joining,
but also to allow routing and navigation. Yuan and Zizhang
(2008) proposed an alternative navigation ontology, but one that
did not concern itself about colour or other non-essentials to
navigation. Goetz’s ontology is kept simple, but allows realistic
visualization of the building as well.

It would appear from the foregoing that much of the present
work on buildings, both exterior and interior is being performed
by OSM crowdsource enthusiasts; many of them very skilled.
Who should be the crowdsourced agents for making the
building models? Rosser et al (2012) say that perhaps the
buildings occupants are those best placed to make the most
satisfactory models; to them at least, and who has a better
claim?

As time passes and the number of building edits shown in
Figure 34 increases exponentially, it is likely that much of the
activity will turn to editing and the improvement of the quality
of OSM submitted buildings, where in some cases exuberance
may have dominated accuracy. The open source tools to make
and use the models have been generated, the skills are present in
some quantity, and the ontologies are defined to allow the
buildings to be more than a pretty object; they can become full
network models.

4.3 Indoor Google

Google in its various mapping guises has for many years been
the mainstay for providing base maps for the crowdsource
community. The main commercial spatial data providers were
for many years Navteq, TeleAtlas and Google. Historically,
Netherlands based TeleAtlas and North American Navteq were
used in many navigation applications.

Since Nokia (http://en.wikipedia.org/wiki/Navteq) bought
Navteq in 2008 and TomTom acquired TeleAtlas, also in 2008
(http://en.wikipedia.org/wiki/Tele_Atlas), there has been a clear
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separation where each navigation specialist was responsible for
its own data sets. But in 2011 Garmin bought Navigon AG (to
capture the iOS and Android navigation apps market where
Navigon was dominant. This was an important step for Garmin
because all portable navigation devices had been losing ground
to smartphone navigation apps, a market that Garmin had not
entered before. Interestingly in June 2011 Navigon had
introduced a Pol package derived from the crowdsourced OSM
project.
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Figure 38: Interiors of Guildford Cathedral, showing the indoor
online possibilities of Google’s Street View. A full walk about
is very possible. Google Guildford Cathedral.

Google changed from TeleAtlas data in 2009 to individually
conducted “Street View” data gathering for their US dataset.
Reasons for this move were said to be the lack of accuracy and
coverage in the United States from the TeleAtlas data according
to http://blumenthals.com/blog/2009/10/12/google-replaces-
tele-atlas-data-in-us-with-google-data/. By doing this Google
confirmed its intention to remain a major contender for
providing spatial information. Until 2011 neither Nokia,
TomTom, nor Google had showed much interest in acquiring a
ubiquitous indoor data capability. Google announced in October
2011 that Street View would now move inside buildings.
Throughout 2011 Google was trialling its data collection and
photography systems of interiors with the help of stores and
offices. Meanwhile Street View was being expanded to many
new countries; by May 2012 Israel was on the photographic
map and by October Street View coverage had broadened to 11
countries, including the US, UK, Sweden, Italy and Singapore,
and special collections have been launched for South Africa,
Japan, Spain, France, Brazil, Mexico, Israel and other countries.
At the same time Street View had been enhanced to provide
indoor tours of a number of places, for instance: Russia's
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Catherine Palace and Ferapontov monastery, Taiwan's Chiang
Kai-shek Memorial Hall, Vancouver's Stanley Park, the interior
of Kronborg Castle in Denmark, and Guildford Cathedral in
Figure 38.

This interest on Google’s part in interiors and encouraging both
Street View but also crowdsourced participation may herald the
start of complete routing systems that do understand 3D
buildings, their interiors, the underground passages, and the car
parks that go to make up the modern city. It will then be very
interesting to apply Vanclooster’s routing tests again and see
whether the 3D information gathered by VGI, CGI, or PGI
means, allows accurate shortest/fastest guidance through the
urban maze.

5 WHITHER SPATIAL ONTOLOGIES?
Shanahan (1995) is quoted in Bhatt (2008) as defining spatial
ontology as:
“If we are to develop a formal theory of common sense, we
need a precisely defined language for talking about shape,
spatial location and change. The theory will include
axioms, expressed in that language, that capture domain-
independent truths about shape, location and change, and
will also incorporate a formal account of any non-
deductive forms of common sense inference that arise in
reasoning about the spatial properties of objects and how
they vary over time.”
The idea that common sense is vital and will be used while
reasoning with and about spatial objects is to be applauded. The
understanding and semantics of geographical concepts vary
both between user communities — VGI or PGI based — and need
ontological formal languages and structures to represent the
concepts used by any information community. Stock (2008)
argues that, as human semantics can be extremely informal in
nature, “Perhaps NSDIs have been too formal and do not
account for this human flexibility?”

Berners-Lee (2005) tried to estimate the effort involved in
ontology creation. The table in figure 39 shows his results.

Scale Commitee size

i}

Eg
Me I I I

Cost per ontology (weeks) My share of cost

10 My team 4 13 1.6

100 | Group 7 49 0.49
1000 o 100 010

10k | Enterprise 13 169 0017
100k | Business area 16 156 0.0026
M 19 36l 0.00036
10M 2 484 0.000048
100M | Mational, State |25 625 0.000006
IG EU, US 28 784 0.000001

10G | Planet 961 0.000000

Figure 39: Berners-Lee (2005) Total cost of ontologies.

This table assumes ontologies are evenly spread across orders of
magnitude, committee size is reasonably represented by
log(community), time is community**2, and costs are shared
evenly over the community. The scale column represents the
community size from which the committee size and costs are
calculated. The general conclusion is that the cost of large
efforts is huge, but it is borne by and benefits an even larger
group and so the cost per individual is very, very small indeed.

A large effort is required to build an ontology for a particular
domain. This is a disincentive for groups who might create
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ontologies to suit their own circumstances. Also, why should
there be a single ontology, and why in English, which might act
as a constraint to some non-English semantic ontologies
(http://en.wikipedia.org/wiki/Linguistic_relativity)? Perhaps
variety and semantic translation and interoperability would be a
better approach? The figures in the table argue strongly in
favour of large group participation and might be thought to be a
good prospect for professional crowdsourcing, as with standards
and software open source projects?

GIS has used standard forms with attached labels since it
appeared as a discipline (Evans, 2008). Researchers consider a
good representation of the world assumes: there is only one type
of object in a given space; several in one space would be
identical, and that everyone would use the same descriptive
terms and labels. In practice this is not so; we are all our own
experts with different mental formulations of the world around
us brought about by different experiences and upbringing in
society.

Despite this problem with diverse groups OSM has built an
open ontology from scratch (Dodge, 2011). Many of the people
most actively involved in the ontological development of OSM,
whilst skilful and self-motivated, do not have a cartographic
background. This often leads to lively debates about the
ontology for OSM and some new thoughts about how maps
should look and work. The difficulties are usually ironed out by
social negotiation to determine the best understanding of the
objects in question. As time passes so OSM’s ontology is
becoming more complex and useful, but partly as the result of
considerable mental anguish amongst the contributors and
editors.

5.1 Vagueness

Much time and effort is involved in defining ontologies of
spatial objects; possibly even more in recognising, defining and
categorising the objects in a formal manner so that they can
enter an ontological description. A major problem of the real
world is that although an object is definitely present it can rarely
be described by a single term, or multiple occurrences by the
same exact definition. Our desire to classify is confounded by
vagueness of description.

A traditional example of this problem is: when does a pond
become a river, become a lake, become a sea (Third, 2008)?
Scale is one factor, form is another, salinity might be a third,
and so on. Our descriptors are unclear and suit our thinking,
perhaps. This problem of vagueness could be overcome by
choosing to ignore insignificant parts, but insignificant is also
vague and undefined in most cases. Humans tend to skip over
insignificant deviations. A serious problem in developing an
ontology is to define the terms to be used within it.

Bennett (2008) discussed the standpoint theory of vagueness
and showed how apparently impossibly difficult semantic
problems — is this a river or an estuary? Is this a heap or merely
a pile? — could be expressed using supervaluation semantics
(Bennett, 2008) to enable vague human language to be
logically interpreted by a set of possible precise interpretations
(called precisifications), providing a very general framework
within which vagueness could be analysed within a formal
representation and handled by computer algorithm.

Implementation of this process is not at all trivial, despite the
human ability to make instant judgements. For instance
processing geometric shapes to provide qualitative shape
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definitions is quite complex. Along with many generations of
geographers from previous academic quantitative revolutions
(for instance Cole and King, 1975), Bennett discovered that
picking a relevant finite set of regions from an infinite range of
possibilities was difficult!

5.2 Moving from Ontology Feature Type Catalogue Based
SDIs?

Bennett et al (2007) required: more formal semantics, testing
whether people recognised and approved the formal results, and
the expansion of the semantic structures to allow locational
questions to be asked. Du et al (2012) report many tools are
now being developed to perform automated and semi-automated
ontology matching based on shared upper ontologies, if
available, or using lexical and structural information, user input,
external resources and prior matches (Noy et al, 2005).
Janowicz et al (2010) thought a shared and transparent Semantic
Enablement Layer for an SDI, integrating query services from
the Semantic Web was an important missing element. Hahmann
et al (2010) suggested using the LinkedGeoData project as a
Resource Description Framework (RDF) implementation of the
OSM data set, within the Semantic Web, to provide a central
service for searching and querying geodata.

Stock et al (2010) has proposed the idea of using a semantic
register containing a Feature Type Catalogue (FTC, 1SO 19110)
rather than an ontology to support SDIs as the FTC would
contain a vocabulary of terms that both creators and datasets
could use, provide what Stock calls a lightweight ontology to
assist interpretation of the registry contents, and a structure for
dealing with feature types. This formulation would, Stock said,
enable flexible response to operations on a feature type, and
form an important link between implementation and semantic
expression within an SDI. She suggested the incorporation of
ISO’s FTC within the OGC’s Web Catalogue Service (CSW)
and by adding stored queries allow interrogation of the OGC
compliant registry. The FTCs could store variable amounts and
richness of information and be expressed either in natural
language or UML rather than in formal ontology language.

Stock’s approach, stressing the use of the FTC, provides many
benefits: easy navigation to content, simpler management of an
SDI where it has been built or is being updated by multiple
providers (perhaps as in the case of OSM), and an end to the
management of the gap between web service (eg OWL-S,
WSML) and static content ontology. By 2011 Stock et al were
able to conclude that non-ontology approaches provided more
flexibility in solving complex geographical research problems,
including change through time, vagueness, and varying natural
language interpretations.

5.3 Standards Equals Quality?

International standards exist, and are used, but not necessarily
by crowd sourced data collectors, partly owing to lack of
awareness amongst many crowdsource enthusiasts that the
problems involving geographical description standards have
been addressed and mostly met, and partly due to the necessary
complexity of the standards generated by the international
groups: OGC (www.opengeospatial.org/standards/gml) and 1SO
(www.isotc211.org/Outreach/ISO_TC_211 Standards_Guide.p
df).

Percivall (2010) while writing about standards said:
“Fusion is the act or process of combining or associating
data or information regarding one or more entities
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considered in an explicit or implicit knowledge framework
to improve one’s capability (or provide a new capability)
for detection, identification, or characterization of that
entity.”

What is a map but a fusion process? Most people see maps from
national or regional mapping agencies, either on paper or
screen, and assume they: are correct (whatever that means), are
reliable (same problem), and that the level of abstraction is
appropriate for the purpose of the map. Look at Figure 40, from
Beck (2008).
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Figure 40: Top, utility survey data at a junction, Bottom, the
same junction on the finalised map (Beck, 2008)

Typical mapping of a real world situation is revealed in the left
of Figure 40, gained from ground survey and manual paper
update, showing a multitude of utility lines criss-crossing a road
junction. The map on the right is a plan of the area, drawn at a
rather smaller scale with generalisation of both junction and
utility lines. It provides a clear interpretation, but is an
abstraction, not reality. It also meets standards, may be accurate,
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but is not precise, nor is it complete. There are many ways of
storing data, here on paper or in a GIS, and several ways of
structuring the data using a variety of syntactic and schematic
models. What is needed, as proposed by Stock and others listed
earlier in this text, is the ability to integrate models based on
global schema and perhaps to use Bennett’s standpoint theory to
help remove vagueness from the mix.

Mary McRae, until 2010 working with OASIS (Organization
for the Advancement of Structured Information Standards), is
well known for a presentation containing the slide “Standards
are like parachutes: they work best when they're open”,
possibly derived from LE Modesitt Jr, or was it Frank Zappa, or
Elvis? The point is well made, however. Open standards are
essential if people are to be willing to use them. They must be,
according to OSGeo, freely and publicly available, non-
discriminatory, with no license fees, agreed through formal
consensus, vendor neutral, and data neutral. Note that open
standards does not mean open source. Standards are usually
documents; sources tend to be software. See the paper from
OSGeo on this subject — Open Source and Open Standards at
http://wiki.osgeo.org/wiki/Open_Source_and_Open_Standards.

The OGC recommends many geospatial standards to users,
including GML (Geography Markup Language) as its base. See
http://en.wikipedia.org/wiki/Geography Markup_Language.
GML is the XML grammar for expressing geospatial features. It
offers a system for data modelling and as such is used as a basis
for scientific applications and for international interoperability.
It is at the heart of INSPIRE (Infrastructure for Spatial
Information in the European Community), the European
initiative, and for GEOSS (Global Earth Observation System of
Systems). See http://inspire.jrc.ec.europa.eu/index.cfm and
http://www.earthobservations.org/geoss.shtml. New standards
from OGC are continuing, with community-specific application
schemas introduced to extend GML. GML 3.0 is a generic XML
defining points, lines, polygons and coverages. It extends GML
to model data related to a city using CityGML for
representation, storage and exchange of virtual 3-D models.
There was a workshop in January 2013: CityGML in National
Mapping. See http://www.geonovum.nl/content/programme-
workshop-national-mapping.

Other standards include: the Web Feature Service (WFS), for
requesting geographical features; the Web Map Service (WMS),
for requesting maps using layers, to be drawn by the server and
exported to the client as images; and the Styled Layer
Descriptor (SLD) which provides symbolisation and colouring
for feature and coverage data.

The OGC is an international organisation, but so is 1SO, and
both generate standards for the geodata community to use. The
OGC was started with mainly industrial, commercial and some
research membership, whereas 1SO, in the form of Technical
Committee 211 (ISO/TC211), was instituted as a completely
independent body with members delegated by participating
nations, usually but not always from appropriate national
standards bodies. Both operated in the same field but,
fortunately, for many years OGC and ISO have cooperated
closely in standards specification to the benefit of both.
Recently ISO/TC211 has published the text for standard 19157,
Geographic information — Data quality, to specify standards
for ensuring that quality of geographic information can be
implemented, measured and maintained. The data quality
elements consist of: completeness of features; logical
consistency, adherence to data structure rules; positional
accuracy within a spatial reference system; thematic accuracy
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of quantitative and qualitative attributes; temporal quality of a
time measurement; usability element based on user
requirements; and lineage: provenance of the data. Interestingly,
all but logical consistency need to be verified by some ground
truth action. The standard proposes that different methods of
sampling (see Figure 41) will be necessary for different data

types.
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Figure 41: Choosing a sampling strategy for quality checking by
logical feature or by areal selection (ISO/TC19157).

There is flexibility as to which strategy is chosen based on
either a complete population survey, probabilistic or
judgemental sampling procedure. The choice depends on the
data being tested.

6 ACCURACY, QUALITY, AND TRUST

o NewportiPagnell

mea

Figure 42: MODIS (top) and GLC-2000 (bottom) satellite
images covering a 20km x 20km area around the UK town of
Milton Keynes, showing automatic classification by different

but standard approaches, to indicate similar land cover classes.
In both images deep pink is cropland or natural vegetation, red
is urban and built up areas.
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Quality checking can, in practice, be very difficult. Figure 42,
taken from Fritz et al (2011) illustrates the problem well for two
satellite images of the area near Milton Keynes in the UK.
There is considerable difference in the results of the automatic
classification that has been wused. The MODIS image
classification, shown at the top, was generated using an
automated algorithm trained using calibration data. The GLC-
2000 image at the bottom of the figure was created using night
time luminosity set at a relatively high threshold, in
combination with expert knowledge, to classify urban areas.
The difference is remarkably large. The MODIS product
estimates urban area at about 50% greater than the GLC-2000;
the percentage of pixels on which each of these land cover
products agrees is less than 30%. This present result would not
meet 1SO19157 standards! The only successful resolution to
this and the general problem is through ground checks in the
field. Fritz (2011) reported that a crowdsourced ground truth
survey was to be carried out from 2011, supported by
EuroGEOSS, GEOBENE, CC-TAME and CC_AFS.

The Geo-Wiki Project at http://www.geo-wiki.org/index.php is
now looking for
“Volunteers . . . to review hotspot maps of global land
cover disagreement and determine, based on what they
actually see in Google Earth and their local knowledge, if
the land cover maps are correct or incorrect. Their input is
recorded in a database, along with uploaded photos, to be
used in the future for the creation of a new and improved
global land cover map.”
The volunteer can download an App for their phone, take
photos, tag them with appropriate text and upload them to Geo-
Wiki. Figure 43 shows part of the High Score table for this
project. Presence in the table is the only incentive the VGI
contributors receive, other than taking part in a useful quality
checking exercise.

Geo-Wiki top 5
validators ©

1 Dr. Rubul Hazarika 13640
2 Ahmed Harb Rabia 8699
3 Simone Ortner 8434
4 anka 7132
S5 JP Ardila 5776

View complete ranking ] 10000 15000

Figure 43: (left) High Score table for satellite classification
ground truth checking, and (right) peaks and troughs of
registration date.

This technique is used in a number of environmental resource
studies, and entirely dependent on crowdsourced VGI
contributions. Thus far (April 2013) 346 volunteers have signed
up, the average contribution is nearly 400 cells field checked,
with a median of around 30. Volunteers have been signing up
since 2009, with later peaks and troughs. Those registering
earlier tend to have completed more work, and as always a few
do the vast majority of the work.

It is possible to assess how accurate the crowdsourced products
are, but some true version must be used for comparison.
Usually this is a national map, created over many decades using
ground surveyors and considerable editing over those decades.
This is probably as reliable as any base can be, other than using
additional aerial photography or similar imagery. The problem
with imagery is not one of determining accuracy but of
interpretation; there are no easily measured automatic
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possibilities of line-point-area comparison. What follows is a
dip into a churning ocean of attempts to determine accuracy,
where the monsters of the deep are often the semantic and
definitional problems rather than those of measurement. The
parameters for accuracy have been defined in 1SO 19157, and in
coming sections there will be discussions of positional and
attribute accuracy, completeness, currency, and logical
consistency, as recommended in the standard.

6.1 Accuracy — OSM compared with OS

The OSM global database contains several billion points and
nodes (OSM-Stats, 2012). The history dump file is available for
download but is currently close to 500 GB in size and difficult
to handle, so subsets tend to be used rather than a complete
sampling. Anderka et al (2011) had similar problems when
trying to assess the quality of Wikipedia. An OSM stats report
was run on 20th November 2012 to find exact figures: users -
921,816; uploaded GPS points - 3,182,076,380; nodes -
1,662,862,568; ways - 157,983,532, and relations - 1,667,558.
The global stats are huge, so everybody who has studied the
accuracy of OSM has been forced to take a subset, partly
because of OSM size, and partly because their national mapping
truth sets only covered some natioinal areas, not the entire world.

Mooney et al (2012) looked at the annotation process in OSM to
discover how much dynamic change the editing caused. They
were using the UK, lIreland, Austria and Germany as their
subset.
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Figure 44: From table 1 in Mooney (2012), the number of
versions of edited ways on the horizontal axis compared with
the number of datesets falling into that category on the vertical
axis, for Germany, Austria, and UK-Eire.

It is interesting to note that a very large percentage of ways in
all four datasets have five or fewer versions. The overwhelming
majority of ways have been gathered in the field, uploaded,
edited a very few times at very few sessions and then been
considered finished. The percentages are as follows: Ireland
(95.3%, 232,707 from 244,192), UK (95.4%, 3,384,643 from
3,549,831), Germany (93.1%, 10,445,536 from 11,226,308),
and Austria (89.0%, 1,085,003 from 1,219,045). Of course this
may not indicate they are accurate or complete; it may be that
the editor — and any others — merely lost interest. Another
hypothesis could be that low version number counts occur
mainly in rural areas that do nmot change much over time.
Mooney does not consider this possibility. Some few areas have
been ferociously edited by many people. This could be a rapidly
changing landscape, such as was the case for the London
Olympic stadium site in Figure 33, or it might be that there was
inadequate survey in the first place!

Mooney (2011) sees a number of risks to the crowdsourced
datasets. A lack of cartographical, surveying, and GIS skills of
VGI contributors could be a major issue, different tags may be
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used to describe the same web resources or to annotate spatial
features, and there is the possibility of rogue edits or deliberate
vandalism by some contributors. Mooney states that, in 2011,
structures were not in place to find and eliminate rogue editors.

In the UK Haklay et al (2010) were concerned to discover how
much VGI labour was required to map an area well, and
checked four 25sgkm tiles in the urban London area completed
by OSM volunteers for comparison with the generally excellent
OS ITN (Integrated Transport Network) data set where nodes
are accurate to 1m.

Buffer width (X):

2" N

Figure 45: Accuracy measurement method of OSM way
compared with OS-ITN, from Haklay et al (2010). A very
similar method is proposed in 1SO 19157 for measuring line
displacement compared with a reference set.

OSM has captured about 30% of the linework for England, but a
quarter of these were spaghetti without a complete set of
attributes. Plenty of editing remains to be done. Haklay used
minor roads, main roads and motorways for testing, and the
method outlined in Figure 45 to measure accuracy. He used a
3.8m buffer for minor roads, a 5.6m buffer for main roads, and
an 8m buffer for motorways, placed around the ITN centre line,
to approximate the true road width. He found OSM roads fell
within this buffer 80% to 86% of the time, and more than half
the roads above 85%. The VGI contribution was large; there
were always more than 5 and up to 20 contributors mapping
each square kilometre of his urban London tiles, many more
than in a previous general survey of VGI in England, shown in
Figure 46, in 2008 where nearly 90% was mapped by 3 or fewer
VGI contributing crowdsourcers.
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Figure 46: Average positional accuracy levels for 1km road
blocks, calculated for node points, comparing OSM with OS
Meridian 2 data. See Haklay et al (2010).
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Meridian 2 data was used as the comparison to OSM. Its
specification indicates it has been generalised to lie within a
20m buffer accuracy along roads, but that junction/node centres
are correct. A complex algorithm was used to choose matching
nodes, and to assess errors. The major urban areas were the
most accurate with, as might be expected, larger errors in rural
areas. Haklay says over 70% of the OSM nodes show a
positional error smaller than 12 metres and another 80% less
than 15 metres. The mode of the error distribution in Figure 47
lies at about 7m. The shape of the distribution of errors would
suggest that measurements better than 7m were obtained by
chance.

Haklay (2010) also showed that socio-economic factors are
linked to VVGI contribution in that OSM volunteers provide less
material in poorer areas, and the level of completeness is lower.
Figure 47 shows error levels for complete areas compared with
incomplete ones. Positional accuracy was found to be under
10m+6.5m (1SD) for the former and nearly 12m+7.7m for the
latter, indicating poorer socio-economic areas do have a lower
standard of OSM mapping.

Positional Error (m)
OComplete @ Incomplete
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Figure 47: Distribution of errors for the OSM to Meridian
comparison for complete and incomplete OSM areas in
England, from Haklay et al (2010),
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Bhattacharya (2012), in a master’s thesis in the Netherlands,
largely confirmed the previous findings. Bhattacharya worked
with OSM but his reference set was the Netherlands
topographic map TOP10NL, whiich is considered both useful
and accurate between scales of 1:5,000 and 1:25,000. He
concluded; automatic matching was possible; completeness
varied from 70% to 102% (presumably more detail in OSM?);
and building data completeness varied from 89% to 97%. He
found the general quality of OSM was quite good where
completeness was high, and in agreement with Haklay, that
completeness was the most significant quality factor.

Koukoletsos et al (2012) performed similar experiments to those
done by Haklay, using OSM and ITN for rural and urban areas.
In this later article, a rather more developed feature based
multi-stage automated process was used to match ITN with
OSM roads. Similar to the cells in Figure 46 the data sets were
split into small 1km block areas, so that comparison and results
were localised. Road entities, with feature tags of name and type
were matched using a combination of geometric and attribute
constraints. Results were promising in that for urban areas 93%
of ITN roads could be matched with OSM roads, and 81% of
OSM roads with ITN. As before, in the rural areas matches
were much poorer. 60% of ITN matched OSM, but 88% of
OSM matched ITN. Matching errors were small, between 2%
(urban) and less than 4% (rural). The reason for the match
percentage being different, and dependent on the positional
order of matcher and matchee, is because the absolute quantity
of roads in ITN and OSM were not the same (more OSM in
town [20,734km v 18,368km], more ITN in country [2,936km v
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1,953km]), and some roads in both data sets were unmatchable
as they simply did not exist in the other data set. Figure 48
shows how this can happen.

VGI commision

= ITN road network

Figure 48: Google background, not quite registered with OS and
OSM data. OSM has extra data in this particular area. Taken
from Koukoletsos et al (2012).

What Koukoletsos calls OSM commission data is when OSM
has surveyed something that the OS does not yet have on their
publicly available mapping. New estates and areas of rebuilding
might be examples of this kind of extra map data over the OS
reference set. Similarly there are cases of OS commissioned
data not found in OSM, and sometimes just plain errors in
either.

Anand et al (2010) used similar methods to try to match OS
with feature rich informal OSM, and to keep the best of both.
They concluded that simple geometric matching was not going
to be sufficient and that, agreeing with Koukoletsos (2012), the
feature type information was going to be very important, both in
matching and enriching the data. Introduction of international
standards has meant that metadata are now specified and quite
likely to be present in most VVGI data sets.

Figure 49: Pieces of the OS and OSM schemas showing some
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of the similarities and differences, both in terminology and in
position. From Al-Bakri et al (2012).

Al-Bakri et al (2012) suggest ways of similarity matching based
on XML schema, as in Figure 49, which shows a very partial
view of both schemas for OS MasterMap and for OSM. Note
that Path in OS is Footway in OSM and occurs at a different
level. Similarly Rail, though the same term in both schemas, is
at different levels. This makes calculation of similarity matches
quite awkward. Nevertheless, there should be some benefits to
be gained from trying to match schemas! Du et al (2011) used
OS ITN and OSM roads to see if an ontological approach would
perform better than a purely geometric one to road matching.
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Figure 50: OS (top) and OSM (bottom) data for the same area,
including schema information, from Du et al (2011). Note
attribute type and name can be different. The red OSM airport
road is selected.

Ontologies by themselves were not adequate to infer concept
similarity and overlap. Du considered a probabilistic feature
matching approach (Figure 50) to try to circumvent the problem
of nulls in OSM attribute fields and feature type dissimilarities.
Geometric error, network connections, and feature type
matching were used to assign a probability to a match between
specific pairs of OS and OSM road data. A threshold probability
level could then be used to determination if a match had been
found. The output from the open source based software — QGIS
— found 111 matches in OSM out of 116 roads in OS ITN.
Failures were due to very different topological structures for
specific road connections, but the success rate was still over
90%. Du concluded that greater success required more complete
(meta)data to allow better ontology matching. Although using
an ontological approach, no formal ontologies were generated.

Du et al (2012) continued work on automated merging of
geospatial ontologies by first converting input data sets to
ontologies, and then merging these structures into a new flexible
geospatial ontology that could be checked and modified to
ensure consistency. The OWL 2 Web Ontology Language
(OWL 2, W3C [2009]), developed as one of the standard
formats to facilitate information sharing and integration, is an
OGC W3C standard web ontology language. It was used in a
Java implementation for Du’s example to integrate road vector
data from disparate sources. The authors developed algorithms
to translate, merge, amend and regenerate geometries. Visit
http://sourceforge.net/projects/geoontomerging/files/ to fetch
the (open) source code. Rather disappointingly the output from
105 test road matches drawn from OS and OSM data sets only
produced 92 new geometries, about 85% of the input, compared
with around 90% in the previous paper. This is not to say the
method has insufficient worth to be continued; rather that it
needs further work to refine the process of linking information
and in solving problems of inconsistency during the matching
process. The principle is good and the goal is possible.
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Are VGI contributors ever going to desire to exploit fully the
geospatial standards available; or indeed to have any interest in
them? How far can loose knit organisations like OSM impose
structure and completeness on their members; and, should they?
The evidence from this review would suggest that the majority
of the work is done by competent committed people who do try
to produce completed maps, with full attribute sets, and careful
editing. They may be unpaid, but they appear to be anything but
uncaring! And, they are fast. There seems to be no question that
timely update of features that interest them is a major strength
of the VGI mapping process.

The numbers of VGI participants who are involved in any
particular project can be absolutely staggering, even if the
distribution of effort means only relatively few do most; a few
thousand or so perhaps? Raymond (2001) discusses what he
calls Linus’ Law (Linus Torvald, of Linux). He says in the
Cathedral and the Bazaar (pp14-18): “Given enough eyeballs,
all bugs are shallow.” In open source developments, many
programmers are involved in the development, scrutiny, and
testing the code, so software becomes increasingly better
without formal quality assurance procedures. In mapping,
perhaps this can be translated into the number of enthusiastic
contributors that work on a given theme in a given area (Haklay
et al, 2010).

Most bazaar dwellers (including most of us, dear friends) are
either not aware or at most partially aware of the standards we
are trying to implement, but the web software tries its best to
prod us into good behaviour, so no problem really? Will they
map the bits others can’t or don’t want to reach? Almost
certainly. Will they do things we, the supposed professionals
have not thought of? Oh yes, but not always for the best,
perhaps. Those rural areas are a real problem if one is thinking
of backing up a national mapping organisation with VGI help.
Volunteers are colourful and bumptious and the results a bit
prickly, but if their enthusiasm adds value — by no means
necessarily only or at all in monetary terms — and is reasonably
accurate, then why not?

Volunteers have a good editing record as seen in all the
community projects using OSM. Is VGI a major opportunity for
national mapping agencies? Yes!

6.2 Quality in VGI
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Figure 51: from Grira et al (2009), volunteer freedom of
interaction compared with authoritarian constraint.

The relationship between the actors in mapping is illustrated on
a theoretical basis in Figure 51, taken from Grira et al (2009).
The graph in Figure 51 can be used to position the trends, tools,
products, and processes in geospatial activity. Grira invoked
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two axes: one from authoritarian to volunteered, which might be
called a power axis, where many (people, volunteers)
individually have little power, but a few (organisations, national
mapping) have considerable authority but also considerable
constraint on their actions. The other axis is one of capability:
where full capability is exhibited by volunteers in the form of
mashups developed for a disaster mapping site perhaps, using
open source software, considerable ingenuity and a large user
base; and the other end of the same axis would, amongst other
consist of internet surfers viewing contributed maps. The
national mapping agency lies to the right in the diagram,
including both the highly trained surveyor in the field
influencing changes in a map, and in the constrained and limited
corner print shop, where the map is printed correctly, or perhaps
not.

Grira considered there were three gaps threatening the success
of volunteered efforts in relation to institutions:

A normative gap — the difference between quality expected
by end users and quality standards developed by
organisations, for instance 1SO 19115 on metadata
compliance. Very, very few volunteers will have looked at,
let alone read and understood the specification.

A technological gap — GIS or map servers provide
geographic information; it may well be an uphill struggle
for users (or volunteers) to upload feedback and comments
about data quality. In the age of VGI, institutions that
supply mapping will need to reconsider their role in
relation to users.

A cognitive gap — volunteers need to be able to use less
static types of metadata, and introduce their own
terminology. At the same time producers must realise that
user perception of the meaning of quality is often confused
with that of accuracy (see section on trust later in this

paper).
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Figure 52: From Cooper (2011). African based 2D VGl
taxonomy, and the advent of the crowdsourced SDI.

Cooper et al (2011) took a far more practical approach to the
problem of a 2D taxonomy of VGI, with one axis called
Determination of Specifications instead of Power, and the
other axis Type of Data instead of Capability, and the entries are
real web sites rather than theoretical activities, but the principles
of construction are the same.

At the top right in Figure 52 is an as yet probably non-existent,
possibly national, perhaps international, crowdsourced SDI
where users contribute data according to tight specifications
from the SDI custodian, who would then subject the VGI to full
quality assurance processes. This concept has become a distinct
possibility as open source software platforms become both more
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integrated and users more sophisticated. In the same quadrant
OSM can be found: a crowdsourced product but with less
draconian specifications. In the lower right quadrant are
regional or national point location databases for Points of
Interest, such as Precint Web, a South African crime mapping
site. The lower left quadrant contains sites which require
minimal custodial activity and contain location data — such as
the Google Panoramio site that holds photos for Google Earth,
without much location editing or content checking, and hence
fairly prone to error. The top left quadrant is effectively empty
as fundamental data sets (Base data) are very unlikely to be held
by and for an individual user.

National mapping agencies provide data of generally higher
quality than VGI output, as they have better trained staff, better
kit, they understand and are concerned about standards, and
survey is their job of work. But, national responsibility for
national coverage at a particular range of scales might result in
significant delays before they can update data in certain areas.
Most surveys keep a record of known changes that have
occurred on map sheets and hope to update the maps when these
changes have reached a specified threshold level. This requires
the agency both to notice change has taken place, presumably
by aerial photo survey or ground detection, and is quite costly.
If at the very least the public could be persuaded to form part of
the notification process, then VGI might be the best available
method to document changes when they happen and
simultaneously result in revision requests being submitted to the
relevant agency. A stage more helpful, but risky perhaps to the
fundamental SDI, would be VGI data gathering and mapping
initiatives, heading towards the fully crowdsourced SDI region
in Figure 52. Poor quality data might result from VGI, but it
might also be produced by commercial contractors. In all cases
— VGI, internal or contracted — systems are needed to check the
data quality, presumably to 1SO 19157 and other standards. The
provision of metadata (to 1SO 19115 standard?), peer pressure
and review should keep VGI contributors on the straight and
narrow. If it does not, then software tools are being developed
to assess the quality aspects of imported data and to ensure their
consistency with the national depository.

These tools are not yet fully functional (see previous sections in
this paper) but are showing promise in the research laboratory.
1ISO 19158 on Quality Assurance of Data Supply (Jakobsson,
2011), now issued as a published standard (2012), is a major
attempt to ensure validation of data input to measurable quality
standards. The standard allows three different levels of
accreditation to be certified, and these would pass with the data
to all user generated output. It will be particularly useful for
assessing data transfer potential between countries for the
INSPIRE programme within Europe. Whether the ISO 19158
specification is framed sufficiently widely to be able to be used
to certify VGI data — even data as robust as OSM data seems to
be — is an interesting question. Yet this goal must be achieved if
VGl data is to enter the marble halls of NSDIs.

Perhaps NSDIs should recognise levels of trustworthiness for
data, rather than set absolute standards? The question of how to
assign trustworthiness indicators to datasets that do not meet all
standards requirements and whether this might be a solution
where data is needed but better is not yet available, is
considered later in this paper.

6.3 Trustin VGI

User trust is different in form from agency trust as the user has
different expectations and is concerned about different aspects
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of VGI than the agency. The former wants thematic accuracy
most of all with some, possibly mostly, topological regard for
locational consistency, whereas the agency tends to reverse this
order, or even insist on both. Goodchild (2009) considered
“uncertainty regarding the quality of user-generated content is
often cited as a major obstruction to its wider use”, and
considered that crowdsourcing ventures should always publish
assessments of quality. With the advent of the appropriate
trustworthy 1SO standards perhaps this has now become
possible?

Stark (2010) tried an address matching method to asses
accuracy, quality and trust. The Swiss canton of Solothurn had
over 90,000 geocoded addresses acting as the reference set
based on national cadastral survey data. If people using an
address matching service are going to trust it then the address
location displayed must point reasonably closely to the mailbox
location on map or photo. Goodchild (2007) thought failure in
achieving good locational matches to be a major vulnerability to
acceptance of a VGI approach to generating location data.

Figure 53: Part of canton of Solothurn, from Stark (2012). The
cadastral map at the top shows correct house locations. At the
bottom are the attempts by Google Maps, Bing and Yahoo!
Maps to locate addresses on an air photo background, with the
reference locations displayed.

Stark used Google Maps, Bing and Yahoo! Maps to locate the
addresses, and then compared these locations with the cadastral
survey derived information (see Figure 53). Over 95% of the
addresses were found for all three open WMS geocoders but the
locations given were quite suspect in some cases. Figure 53
demonstrates a particularly poor area, where Bing and Yahoo!
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Maps linearly interpolated address locations along the closest
road. Google tried harder and was mostly correct for this area
probably because it used the cadastral survey source. Figure 54
shows the distribution of location errors for the three systems.
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Figure 54 Distribution of distance errors in address location for
the whole canton. Error in metres is shown along the horizontal
axis; percentage in each distance category along vertical axis.
From Stark (2010).

The modal distance error for the entire canton data set is small —
perhaps less than 5m — and roughly the same for all three
geolocators, but the distributions of error show a very similar
pattern to those visible in the small example in Figure 53.
Google Maps error tail is very significantly suppressed
compared with the other two.

The effect of mislocations such as these is very damaging in
terms of trust by the user population. One might say that this
was two years ago and the situation has now improved; it has,
but more examples continue to crop up from other sources. One
of this paper’s authors discovered his new (Nov 2012) car’s
navigation system did not know the number or location of his
house, and only one of six houses (built between 1830 and
1975) on his cul-de-sac was recognised; definitely a case of a
user developing a lack of trust! Small failures can have big
consequences?

Kessler et al (2009) investigated similar location problems for
Flikr photos. An example is given in Figure 55. Digital
gazetteers use place names, geographic footprints, and feature
types for named geographic places and are a fundamental
building block for spatial search engines.
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Figure 55: Kessler et al (2009) Flickr geolocation failure test.
Pink dots show the varying locations of photos tagged
Manhattan.

Photo location errors have been made in picking the correct set

of “Manhattan” photos because they may have been either taken
in, or of, Manhattan, Some photos for example have been taken
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on the Queens side of East River and are thus tagged incorrectly
in terms of having been taken in Manhattan. Kessler proposed
solving these problems by: using a more sophisticated gazetteer,
using multiple gazetteers from diffferent sources, evaluating the
quality of user generated content — such as from Flickr — by
cross checks, installing some logical inference and similarity
reasoning capability rather than a rigid feature type structure,
and using robust mechanisms to harvest VGI while filtering out
noise from social web information. Kessler suggests creating a
new form of gazetteer which he calls a NGGI (Next Generation
Gazetteer Infrastructure) for resolving these issues and
reinforces the need mentioned by Janowicz (2010) earlier in this
paper for a Semantic Enablement Layer that integrates
reasoning services known from the Semantic Web. Since then
Broring et al (2011) have demonstrated a proxy for OGC’s
Sensor Observation Service (SOS) to improve integration and
inter-linkage of observation data.

6.4 Trustin Traffic Lights?

Do users place reliability in sources of information? This
question is important as composite maps come from many
sources and credibility is usually assumed to exist in the
presence on the map of the information supplier (Rieh, 2001).
Thus seeing the words Ordnance Survey inscribed on a map
indicates quality in the minds of many. Idris et al (2011a,
2011b, 2011c) tried to test this assumption with the two
versions of the same (supposedly) disaster map in Figure 56.
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Figure 56: from Idris et al (2011a) Investigation of trust, a
disaster response map for the University of Nottingham, with
two versions. At the top is one with the University of
Nottingham logo, and at the bottom one made purportedly by
the unknown Sarah Smith. Which is more trustworthy?

The maps were shown to 208 people and their reaction to
credibility noted. Neither map generated a feeling of extra
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authority or trustworthiness on the basis of the producer, but
over 90% of the respondents said they were influenced by the
symbol type and colouring used. Perhaps the log boxes were too
small to be effective? The map producer box influenced a third
of those surveyed. Oddly, there was no evidence that geo-
literacy or cartographic background of those questioned
influenced their decisions. Trust does not, therefore, appear to
reside in mere annotation. A second test employed food
labelling techniques (Kelly et al, 2009) introduced to the UK
and other countries that involve developing a system of Colour
Coded Traffic Light (CCTL) symbols to indicate trustworthiness
from high reliability or trustworthy (green) to low reliability or
suspect (red). See figure 57.
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Figure 57: from Idris et al (2011a). Traffic light indications of
quality, added to the maps in Figure 55 to test viewers reaction
to authoritativeness of mashup.

The results were convincing: participants were three times more
likely to identify a high credibility map mash up from the CCTL
labelling than from a textual label indicating authority of the
data. What remains is to determine how to assess accurately and
automatically the credibility of the data contained within a map;
not a simple task! But, without a labelling system such as CCTL
the map reader might well believe the inaccuracy is fully
reliable; their judgement dominated by appearance rather than a
structured quality assessment of displayed metadata, if they
could only find them.

There was an interesting result taken from a study of wheelchair
users of VGI and PGl by Parker et al (2012). Mashups
combining VGI and PGI with institutional data were perceived
to have higher quality and authority, because they were using
VGI. Yaari et al (2011) found the same principle at work with
users of Wikipedia, and concluded that users assessed the
content of information by the hypothesis that length equated to
quality; not very reliable perhaps. Parker’s wheelchair users
may have had good reason to be thankful for the VGI/PGI
enhancements to their route maps, and hence were predisposed
to value mixed mashups with contributed information more
highly, as those maps met their needs more closely and were
probably up to date. As Goodchild (2008) said “perhaps the
most significant area of geospatial data qualities for VGI is
currency, or the degree to which the database is up-to-date.”

7 CROWDSOURCE - NSDI INTERACTION

What is an NSDI? Most national mapping agencies think they
have one, but | suspect they do not when compared with the
FGDC (2003) definition quoted in Wytzisk et al (2004): an
NSDI is “. . . the technologies, policies, and people necessary
to promote sharing of geospatial data throughout all levels of
government, the private and non-profit sectors, and the
academic community.” 1 am not sure that until recently the
sharing concept at least had become prevalent amongst NSDI
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stakeholders. This is a very static definition, surely change will
occur, and particularly change in users’ needs? With the rise of
VGI, mashups and general internet mapping interest, now is
probably the time to revise the definition to meet new demands.
The user population can already make their own SDIs, using
The SDI Cookbook (Nebert, 2004) or similar sources, and have
achieved success to a large extent in projects such as OSM.

7.1 Europe

The Europe Union INSPIRE programme is steadily pressuring
Europe into generating an interoperable collection of SDIs
(http://inspire.jrc.ec.europa.eu/). The project is trying to weld
together all the disparate aspects of 27 state’s systems to ensure,
largely by using open standards protocols, and much time and
sweat from participants, that interoperability is achieved.
L

INSPIRE users

Institutional Framework

Information Services

Figure 58: INSPIRE’s institutional framework, from the Digital
National Framework, Implications of the INSPIRE Directive
(2008).

A rough outline is given in Figure 58 of INSPIRE’s institutional
framework, without providing detail on the different state
contributions. It is well worth looking at INSPIRE’s intentions.
It is worth noticing in Figure 58 that users are kept outside the
INSPIRE framework! This is probably merely diagrammatic
licence rather than being indicative of an intention to exclude
users at all levels? A great deal of effort in the European Union
has gone into formulating INSPIRE’s principles of operation
(Owens et al (2009). These principles are: data should be
collected once and maintained effectively; spatial data from
different sources across the EU will be seamless; it will be
shared between many users and applications, and spatial data
must be shared between all levels of government. ELF, the
European Location Framework, (Jakobsson, 2012), encouraged
into existence by INSPIRE, is a project aimed at providing the
base reference data that the future geospatial services will
require in a Europe wide context, and is driven by policies
developed in INSPIRE, eGovernment, and at the world level,
GEOSS. The intention is to provide cadastral, geo-locator,
hydrological, transport and building data from 1:50K to 1:2.5M
to all users, and to support without duplication all European and
global initiatives. People and training stand high in list of
requirements for INSPIRE. The training needs to be at all levels
so that users as well as researchers and developers can make
sensible use of INSPIRE facilities. An online enquiry run before
the publication of the National Digital Framework (2008)
showed a clear need for expanded geospatial data services.

McDougall (2010) was concerned that users should drive the
change from data silo to data network, and from top down
policies for SDI development to a state of considerable grass
roots development. Jackson et al (2009) quote Metcalfe’s law,
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illustrated in Figure 59, which states “the value of a tele-
communications network is proportional to the square of the
number of connected users of the system”
(http://en.wikipedia.org/wiki/Metcalfe%27s_law).

G a8

Figure 59: Metcalfe’s Law: connection between nodes in a
telecommunication system rise with the square of the number of
users, from Jackson et al (2009).

As social networks develop so the power to organise increases
so that groups such as GetUp! in Australia (McDougall, 2010)
are exerting political influence on government. Future SDI
models will very likely become user-driven, or at least user-
partnership through VGI-PGI contribution, and challenge the
traditional government driven agency roles.

VGI and PGI contributions have been rising in all web fields of
activity. Jones et al (2012) suggest the reasons to be the
accessibility of open source models to replace vendor specific
spatial software and tools, and the increased availability of geo-
located information through relatively cheap, ubiquitous
internet and GPS enabled devices. Jackson et al (2011) stress
that in addition to the foregoing, interoperability standards are
essential, not just at the NSDI level, but for all stages concerned
with data gathering, storage and retrieval. But the standards as
presently formulated do not fully consider the activities of VGI
and PGI contributors, and will need extension to allow
incorporation of crowdsourced data and to accommodate
rapidly changing technologies, both in hardware and netware.

Not only these changes will be needed, but the user community
will need to be let into the INSPIRE diagram in Figure 58.
European national mapping agencies are well aware of the need
to discover how to incorporate VGI crowdsourcing and citizen
participation (are they different?) into NSDIs. AGILE, the
Association of Geographic Information Laboratories for
Europe, recently announced internship projects in exactly these
subjects (http://agile.qgis.geo.tu-dresden.de/web/), supported by
EuroSDR, AGILE, ESRI Europe, and the participating National
Mapping and Cadastral Agencies; a good start! AGILE are also
sponsoring a novel and untested project to develop a location
based game app on an Android to engender motivation in the
crowdsourcing of Geospatial Information and also to see if
game motivation will provide higher accuracy and quality of
VGI. It will be interesting to see if this venture succeeds,
presumably as an open source free app, and whether a game can
improve the data supply, quality and completeness.

Increasing costs of official mapping programmes coupled with
the availability of high volumes of quality and up-to-date VGI,
have led to the integration of VGI into some SDIs. Therefore it
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is necessary to rethink our formal model of an SDI to
accommodate VVGI. Hennig et al (2011) list three generations so
far in the development of SDIs. At this moment we are balanced
on the edge of leaving Hennig’s 2nd generation SDI (Hennig et
al, 2011), and preparing to move firmly into the 3rd generation
version of Figure 60. A 2nd generation institutional SDI will
generally have a clear fixed framework, but an SDI dominated
by VGI could be fluid, unconstrained, and dynamic. Cooper et
al (2011) say the strengths of VGI include openness, market-
orientation and interaction between its users and the weaknesses
include variable quality and spatial patchiness of data.
Successful VGI coverage occurs mainly where the young and
well-educated live, creating a digital divide within countries.
Poorly developed metadata is a problem as some contributors
prefer to remain anonymous, as also is uncertainty over the
reliability of the data in comparison to official data. Following
Hennig (2011) we would agree that SDIs are evolving from the
rigid traditional framework towards a mixed VGI model.
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Figure 60: Entering the 3rd generation SDI, from Hennig et al
(2011), and others, the future awaits, lay users will control it.

We are presently balanced on the edge of leaving Hennig’s 2nd
generation SDI (Hennig et al, 2011), and preparing to move
firmly into the 3rd generation version. Big changes are possible,
and probably essential. Figure 60 shows where the biggest and
most disruptive will take place: the driving force will be users
and particularly individuals — not the case at all now; the
developers will also include many users; the user domain will
include everyone; SDIs will be integrated with each other —
INSPIRE will have worked fully; everybody will have Gl
experience, even if only with a mobile phone.

So far this paper has considered mostly developed economies
that have had some form of SDI at the national level for
decades. Other economies frequently do not have well
developed institutions or organisation to create SDIs, or they are
linked to industrial rather than igovernmental activity. Many
countries still have no geospatial infrastructure at the
government level. What should these regions do to implement
an SDI, should they so wish? Camara et al (2006) discussed the
establishment of an NSDI in Brazil. Brazil had no national
mapping agency owing to its federal nature, and relied on a
collaborative network to adopt spatial information technologies.
One of their main concerns was not to be locked in through their
choice of technology. Presently ESRI and Intergraph have
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market shares of approaching 50% each, with minnows eating
the rest. Astoundingly ESRI in 2010 had 350,000 customers in
150 countries worldwide (Hahn, 2010). Brazil wanted to keep
all options open in a rapidly changing technological arena, and
opted to try to follow an open source route. Camara et al (2006)
considered that Open Source GIS software such as PostGIS,
MapServer and TerraLib could provide a base to develop SDI
independent of proprietary technology. Finney (2007), writing
about Australia came to the same view that where a NSDI did
not exist, or had possibly collapsed from its own weight, a
bottom up community based governance framework was likely
to work best. Both Camara and Finney concluded that an open
source SDI model, using VGI data collection could rapidly
build and expand the SDI installed base, and cut infrastructure
costs greatly. Both GIS and SDI are disruptive technologies and
require a new culture if they are to be used successfully. Camara
says Brazil could succeed precisely because it did not have a
government sponsored national mapping agency that would
have impeded progress. He wrote that the technical grass roots
approach of collaborative enterprise had worked well.

7.2 UK - Ordnance Survey

As one of the oldest survey organisations in the world the OS
could be expected to be very traditional indeed, and slow to
change to any modern culture or technology. Oddly, this has not
been the case where it has had the freedom to develop its own
pathway. For instance the OS was in the vanguard of the digital

Project Lines of Code
PRQJ.4 [Cart Proj Lib] 31,839
GDAL [Geom Trans Toolkit] 690,591
Feature [Geospatial Man & An] 1,090,459
MapGuide [Authoring Studio] 371,775
Apache [Webserver] 685,354
MapGuide [GIS] 377,020
Total Costs for MapGuide suite 3,247,038

mapping revolution. But, of course, this was a double edged
sword as it generated platefuls of spaghetti that only a few years
later had to be restructured into meaningful topological
connected relationships. This they did; all credit to them, really
quite successfully. Then it became clear that digital data
products could and would be produced for use outside the OS
buildings, by suitably licenced users, and the rot started as the
government, particularly, thought it could make the OS
profitable, or at least not so costly, and insisted on charging for
all products on a fully commercial basis, more or less, with a
few sneaky exceptions here and there for academic research.
This was very short sighted in terms of the UK economy as a
whole as it stultified growth in mapping related activities, which
needed the stimulus of cheap (preferably free) map data. Taxes
for 200 years had, after all, paid for the data! Making a
comparison with what was happening in the USA might be
considered invidious, but it has to be made: data was being
supplied in the USA at the cost of supply, not at the cost of
survey, buildings, salaries, and all those other things
accountants like to add. This gave the digital mapping industry
in the USA a tremendous boost, and helped their economy
worldwide. The UK government finally understood the problem
with data supply costs being charged by the OS for non-
specialist services on 31st March 2010 when it announced it
was releasing, from 1st April (good choice that), a range of
Ordnance Survey data and products, free of charge, which
would be known collectively as OS OpenData.

Cost Person Yrs License
£262,788 8 MIT
£6,648,018 190 MIT
£10,589,500 303 LGPL3
£3,384,821 97 LGPL3
£6,426,319 184 Apache2
£3,491,533 100 LGPL3
£30,802,979 882

Figure 61: Bray (2010), open source software development costs; free when using OS OpenData

At last the UK had caught up with best practice in many other
countries. Bray (2010), speaking at an AGI meeting just after
the announcement, showed the slide in Figure 61, outlining the
way that any group, industrial, community, political, could now
not only gain access to excellent open source software but also
now had the data to go with it, from the OS, mostly free and
downloadable online. The OS was also, very sensibly, taking a
leaf out of the open source movement and using the new
OpenData licence that was quite remarkably similar to the
ubiquitous Creative Commons licences on the web. The OS
supports a number of research projects concerned with
community mapping and assessment of VGI possibilities - and
may well be about to become one of Hennig’s 3rd generation
SDls.

7.3 USA -USGS

The USGS in the USA managed to avoid the copyright,
licensing and cost issues that have bedevilled some other
countries, and are now moving rapidly towards incorporating
OSM data into their National Map project (Wolf et al, 2011; see
also the USGS VGI Workshop , 2010, at USGS VGI Workshop
(2010, http://ceqis.usgs.gov/vgi/index.html). They are, however,
looking the gift horse in the mouth quite carefully and
considering all the questions and issues that have been raised in
this review paper by the venerable mapping academy. Their
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considerations can be divided into questions about data quality
and ones about volunteer quality.

Data accuracy and quality are certainly fundamental to their
thinking, but linked to these are questions of whether the
appropriate facilities are available for web based collection, and
are those systems well suited for use by the USGS? Initial
responses are favourable in terms of the systems as they have
the OSM model to investigate and the results “look promising”.
Systems for enabling VGI collection of data and submission to
the USGS still need a cost-benefit analysis to determine whether
it would be economic.

In the case of the volunteers themselves the USGS is trying to
determine the type of tasks best suited to VGI collection and
how verification of submitted data sets can best be made. Also
they have some worries about malicious data entry. Will VGI
groups simply fade away after initial enthusiasm? The
prevailing thought is not, judging by the Wikipedia and OSM
models; the small-percentage-but-large-number hard core will
remain. As with Europe’s trials of AGILE internships the USGS
is trying to discover what motivates VGI contributors and how
to provide incentives, and of course, how to fit the square VGI
peg into the round smooth PGI hole.
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Recently the USG has started volunteer map data collection as a
pilot for selected buildings and structure features in Colorado
(USGS, 2011). You can sign up on The National Map web site
at  http://nationalmap.gov/TheNationalMapCorps/index.html.
They suggest current National Map Corps volunteers, the
OpenStreetMap community, GIS Clubs, university students in
cartography and geography, K-12 students, volunteer fire
departments, and 4-H clubs would be appropriate groups, but all
comers are welcome. The web site says:
“We are looking for people like you to work with us to
collect Structures for the USGS. The data you collect
during this project will be loaded into The National Map .
If you have access to the Internet and are willing to
dedicate some time to editing map data, we hope you will
consider participating!”™
This appears to be a case of “Your country needs YOU!”

8 CONCLUSIONS

The success of OpenStreetMap as a concept has been
astounding. In countries where well established national survey
organisations already existed and basic scale maps were
available to all, there has been a grass roots movement to
resurvey, map and update the results in a such an enthusiastic
manner as could never have been predicted a decade ago. Why
should this be? There are many reasons. Partly it has occurred
because national mapping outputs were relatively expensive and
not available to the public in flexible digital form, partly
because in some cases it was rather out of date, and in others
because the national agencies were, for a variety of reasons, not
able to respond adequately to the update and thematic mapping
requirements of the population.

At the same time as these agency problems were at their height,
the core technology of GPS appeared on the market in a
handheld relatively cheap and accurate form, allowing
navigation by car, on foot, with breadcrumb trails and
waypoints to download. Then, on the heels of this revolution,
President Clinton in 2000 turned off selective availability so
that GPS receiver accuracy improved tenfold, allowing the
untrained volunteer to use the receivers for somewhat accurate
survey, no worse than £10m and effectively less than +4m in
most situations; reasonably adequate for map making from
national to perhaps 1:10,000. This led to general public interest
groups doing their own survey work, but needing a map base on
which to plot the results. Yahoo! In 2002 started a mapping
service. OSM, founded in 2004, enabled the intrepid to make
their GPS field surveys into maps, and in 2005 Google Maps
was started. These commercial web services, and OSM, have
since formed the basis of innumerable mashups and thematic
community projects.

Then mobile phones were introduced with inbuilt positioning
that completely democratised the GPS technology, and apps to
go with them to provide the software base to replace mapping
skills the untrained community operators did not possess. The
stage was then set for the growth of crowdsourced community
VGI participation in a diverse range of projects, some of which
were map related, and OSM flourished. According to Casey
(2010) technological change has made the (younger) public into
the Download Generation, and their values have changed from
their forebears. He envisions a typical member as being:
community minded, online, sharing, willing to do research,
wanting quick results, loving technology but not institutions,
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willing to contribute, believing in copyleft rather than copyright
and in bottom up strategies.

So, there has been a change in people’s attitudes, led and
augmented by technology change, and this has may lead to a
change in mapping agency provision. The development of third
generation SDI will be increasingly driven by users according to
Hennig (2011), McDougall (2010) and many others. Future
NSDIs may find themselves outwith the government sphere or
at least with feet in many disparate camps. This will introduce
higher levels of complexity than presently found in current SDI
models.

National mapping agencies are presently trying to determine
how best to engage with the VGI mapping movement, but are
sensibly cautious in their approach. Many have opened at least
part of their map databases to free public download and are
considering what other moves to make. There are at least four
problematic areas: VGI contributors and their data, SDIs and
their structures, Combined VGI/SDI collaborative output and its
reliability and its freedom to be accessed, and the minefield of
developments over time and 3D space.

8.1 VGI contributors and their data

There is a vast data collecting resource out there in the wild.
The difficulty from the mapping agency viewpoint is what
motivates the contributors and how far their data can be trusted,
both in terms of accuracy and probity. It would appear from the
literature that volunteers have proved almost uniformly
altruistic, dedicated and competent. Those organisations who
have tried using contributors have chosen to put in place
sensibly formatted training pages on their web sites, and in
general have had good results with the data collected. The
overview functions and myriad sets of editing eyes tend to
remove any problems as fast as they appear. Reports from
disaster relief sites quote good VGI work and — possibly the
acid test — they indicate they intend to use VGI again.

Wikipedia is the hoary, but none the less excellent, example of a
successful largely self-editing VGI data set. OSM is a similar
younger but increasingly massive sibling. All these VGI
enterprises have developed some form of administration as they
have become larger, but they still maintain flexibility and can
adapt to changing wishes of their VGI population, both in
dealing with new data and in their structures. This is what
mapping agencies would like to achieve, without relinquishing
overt control of all aspects of the mapping process. VGI
contributors jump straight in and get their feet wet, hoping not
to drown; PGI contributors look for piranhas first; mapping
agencies tend to dam the river and drain the lakes. All these
methods work, but some cost more and take longer to react to
necessity than others. But there is no question that VGI reacts
quickly, and usually remarkably effectively.

VGI contributors have a special place of honour in timely
update situations, where volunteers, placed locally, can gather
reliable information — for instance disaster data and mapping —
far faster than by any other method. VGI needs additional
information to function properly, possibly imagery, and may
need training, but the pool of volunteers is worldwide, huge,
self-selecting, and usually well educated. Contributors to longer
term projects such as yearly animal surveys or map surveys tend
to form a hard core of volunteers that is both trained and
competent, at low cost to the hosting organisation. When the
number of volunteers is high and the time scale is not
immediate repetitive checks can be made to ensure data quality.
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The volunteers have been creating their thematic maps using
available web servers to provide topographical map layers,
partly as they have not had access to online base maps, and
partly because they do not have the skill, opportunity, or
financial support to set up their own open source map servers.
In any case, to set up hardware and software for an ephemeral
activity such as a particular short term community project might
well be considered severe and unnecessary duplication; better
by far to use space and time on someone else’s platform unless
the community needs and decides to repeat its activity
frequently.

8.2 The Future of NSDIs

The national mapping NSDI is a wonderful resource that must
not be compromised by forcing it to integrate VGI projects fully
and seamlessly into its structures. NSDIs in Europe are
reaching, as with the EU member countries, “an ever closer
union” under the guidance of the INSPIRE directive. This is
both integration and interoperability, and is slowly being
achieved, subject to full investigations of the standards needed
and the implications of the data sharing that results.
Incorporation of the VGI community or international projects
into NSDIs surely operates under the same principles? The
practice will be more difficult and definitely more complex in
that the NSDIs will have to manage all the incompatibilities
between their rigorous 1ISO/OGC standards and the unknowns
represented by OSM-like or other VGI community project, and
yet maintain flexibility to change as circumstances and
technology demand.

It has to be understood by everyone that VGI data probably will
have grown organically, will not have adequate metadata
entries, will not meet many of the required international
standards; but it is there and presumably valuable to a large
section of the tax paying population, and can only benefit from
being accessible and even possibly hosted by an NSDI. It will
need massaging into interoperability with the NSDI contents,
and it will need checking so that accuracy and quality
statements can be attached to it by the NSDI. This will require
the NSDI to comprehend as automatically as possible the
contents of the VGI data sets, which will mean some form of
semantic ontological matching of terms. Certainly a programme
of volunteer education in relation to metadata completion would
be invaluable to make this process go as smoothly as possible.
This greater flexibility in dealing with incoming dirty data
might also mean revisiting some of the standards presently in
use to see how they might be modified to help carry out this
integration.

A reasonable question is whether NSDIs should integrate the
“wild” data sets or whether they should operate in the same
manner as INSPIRE suggests by providing interoperability and
discovery rather than repository status. The latter might be full
of problems? On the other hand it could be argued that hosting
these community projects would be a very useful national
digital age activity, and that they might flourish better inside the
tent where they could be advised by experts, rather than outside
without support.

8.3 Merged NSDI and VGI Products

Assuming national agencies do combine forces to an extent with
VGI contributors then the question arises as to whether they
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would produce combined digital data for distribution, or
possibly combined map products. The occasion when this is
most likely to be useful is for instance when, in a previously
mapped region already surveyed by the national organisation,
OSM community surveyors are able to remap an area due for
update owing to accumulating changes, but which for financial
or technical reasons has not yet been (re)surveyed by the
professionals. A digital data set or printed map showing the
combined and merged NSDI and OSM surveys would be
invaluable. Alternatively, in nation states where no cohesive
national survey exists, such as in the Brazil example discussed
earlier, VGI and the national institutions should work hand in
hand to achieve good first mapping, available to all, at low cost.

A problem to overcome is the delineation on the map of quality
and accuracy, as the VGI set would be very unlikely to meet all
the standards that the NSDI could pass. However, this is not an
argument for not making the update, merely one for labelling
both data sets according to their properties. Printed national map
sheets presently indicate revision dates and carry accuracy
statements, either explicitly printed on the sheet or implicitly in
occasionally accompanying documentation. The same could be
done for the combined information present in a digital data set,
together with a revision diagram. How quality is determined is
largely a statistical and methodological problem; many
approaches have been listed earlier. How the result of the
quality determination might be displayed leads back to
consideration of the Colour Coded Traffic Light method
considered earlier and any others thought useful; they must be
simple, easily applied and understood. Any quality indicator
must be immediately visible to the map reader, easily
comprehended by the population at large, and be eye-catching
but not intrusive. The CCTL scheme would probably meet these
criteria quite well, but has the disadvantage of being a single
statement and thus very coarse. But a similar approach could be
taken to the presently existing standard map update and
revision diagrams by colour coding different areas of them
according to accuracy and quality statements?

A final determinant in the decision as to whether to merge
products might be related to the question of licencing, cost, and
copyright. Some NSDIs still charge for their mapping on the
basis of economic cost plus a percentage, rather than assume the
cost is solely the cost of production to the user; zero in the case
of internet web site download. VGI contributors and the public
certainly expect not to pay for VGI mapping data! Similarly,
copyright becomes an issue. A copyleft licence would have to
be introduced, as has been done already by a number of NSDIs
with their own products. All these problems are, given the will,
surmountable.

8.4 Technology and the Next Dimension

GPS, crowdsourcing, internet, social networks, and mobile
services are all new technology factors in the last 20 years. They
are what Jackson (2012) called “perturbations” and “disruptive”
and cause a paradigm shift in both technical and personal
action. Before this shift there was no VGI mapping; now it is
everywhere. When there has been an earthquake or lightning
has struck there is a tendency to think there will not be another;
but this is not true. Similarly, fast technical change is
unexpected and difficult to predict other than by trying to
forecast from the present, in a manner that weather forecasters
call “nowcasting”:
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8.4.1 Location Based Services: are expanding rapidly as
the mobile phone computer platform becomes more powerful,
has more apps, and is now completely accepted by the public.
This should enable not only GPS tracks to be collected by VGI,
but much required metadata as well, thereby removing one of
the obstacles from the path of integration with an NSDI. Very
timely updating will then be a certainty by crowdsourcing. As
all mobile devices also know the time it should prove simple to
maintain version records.

8.4.2 Indoor Mapping: has been a little explored frontier.
Architects have drawings, and surveyors have maps, but rarely
have the former ventured out of doors, or the latter indoors. This
has probably been a technological issue as much as anything
else. Now that Google has started moving from streets to
interiors there will be a strong desire amongst the VGI
population towards linking the two, for novelty and challenge.
A major problem is technological as there are presently only a
few devices, equivalent to GPS, which can be used to geolocate
the interiors of buildings in 3D; the 3-axis accelerometer G-
Phone or iPod/Phone (Xuan, 2012) are two of them, but many
more will, rapidly no doubt, be appearing. There are VGI
enthusiasts already using these devices to conduct indoor
surveys and to model 3D buildings to a LoD4 photorealistic
level, which they can then load into the OSM landscape.
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