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ABSTRACT: 

 

The existence of various natural objects such as grass, trees, and rivers along with artificial manmade features such as buildings and 

roads, make it difficult to classify ground objects. Consequently using single data or simple classification approach cannot improve 

classification results in object identification. Also, using of a variety of data from different sensors; increase the accuracy of spatial 

and spectral information. In this paper, we proposed a classification algorithm on joint use of hyperspectral and Lidar (Light 

Detection and Ranging) data based on dimension reduction. First, some feature extraction techniques are applied to achieve more 

information from Lidar and hyperspectral data. Also Principal component analysis (PCA) and Minimum Noise Fraction (MNF) have 

been utilized to reduce the dimension of spectral features. The number of 30 features containing the most information of the 

hyperspectral images is considered for both PCA and MNF. In addition, Normalized Difference Vegetation Index (NDVI) has been 

measured to highlight the vegetation. Furthermore, the extracted features from Lidar data calculated based on relation between every 

pixel of data and surrounding pixels in local neighbourhood windows. The extracted features are based on the Grey Level Co-

occurrence Matrix (GLCM) matrix. In second step, classification is operated in all features which obtained by MNF, PCA, NDVI 

and GLCM and trained by class samples. After this step, two classification maps are obtained by SVM classifier with 

MNF+NDVI+GLCM features and PCA+NDVI+GLCM features, respectively. Finally, the classified images are fused together to 

create final classification map by decision fusion based majority voting strategy. 

 

 

1. INTRODUCTION 

Nowadays, there are different image processing algorithms 

which allow us to measure diverse aspects of objects on the 

ground such as spectral information using hyperspectral data, 

height information using Lidar data and so on. Limitation of 

different sensors cause single sensor cannot be sufficient for a 

reliable classification but many problems can be solved by joint 

use of multiple sources of data. Recent advances in remote 

sensing lead to various data availability from different sensors 

in specific areas. In particular, the spectral information is 

provided from hyperspectral image and also height information 

is provided by Lidar data on the ground. Lidar systems produce 

more 3D detailed information from the earth and hyperspectral 

images have high spectral resolution which leads to an increase 

in object identification with similar spectral range on the 

ground. Therefore fusion of these data creates data with high 

spectral and spatial resolution that can identify objects 

(artificially and naturally) on the ground and improves 

classification accuracy. 

The main objective of image fusion is to produce a fused image 

that provides the most detailed and reliable information which 

can be employed for image classification, object detection and 

target recognition. Generally, data fusion is developed in four 

levels: signal, pixel, features and decision level (Esteban et al, 

2004; Pohl and Van Jenderen, 1998). In the signal level, the 

signals that recorded from objects by sensors are combined 

together to create signal with more information. Fusions in pixel 

level increase the information of each pixel in the combination 

of data from multiple source images. In feature level fusion 

different types of features are extracted from multiple data 

sources and then, by using the proper techniques these features 

are fused. Decision level fusion indicates a level of integration 

in which the input data is processed separately for information 

extraction then this information can be merged by using some 

rules at the level of decision. Integration in decision level is the 

appropriate level to merge data from sensors with different 

natures. In 2013, Zhao et al. used integration of Lidar and 

hyperspectral data for classification with support vector 

machine (SVM). Firstly, they used PCA method for dimension 

reduction of hyperspectral bands, also they extracted features 

from Lidar data by using GLCM and provide features vector. In 

the next step, SVM-based classification was applied on these 

features and finally, they fused these classifiers with each other 

(Zhao et al, 2013). Simental et al. used fusion of Lidar and 

hyperspectral for separation of vegetation classes, since that the 

Lidar can be useful in identification of shrubs and trees 

(Simental et al, 2003). Lemp fused Lidar and hyperspectral data 

for classification of urban areas. He applied Lidar data for 

segmentation and hyperspectral data for classification (Lemp 

and Weidner, 2005). Dalponte et al. also used combination of 

Lidar and hyperspectral data for classification of rainforest 

areas. They employed a new method of classification based on 

use of diverse classifiers that was able to integrate several 

sensors information correctly (Dalponte et al, 2008). 

This paper proposes a classification system for fusion of 

hyperspectral and Lidar data. After application of feature 

extraction and dimension reduction on data set, SVM-based 

classification system is utilized on different sets of extracted 

features. Finally a decision fusion strategy based on Majority 

Voting method try to fuse identified classes. 

 

2. PROPOSED METHOD 

In this paper, a SVM-based classification algorithm on joint use 

of hyperspectral and Lidar data is introduced. First, some 

feature extraction techniques are applied to achieve more 

information from Lidar and hyperspectral data. In this step, 

MNF and PCA have been utilized to reduce the dimension of 

the spectral features, respectively. Meanwhile, the NDVI has 
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been calculated to highlight the vegetation. The DSM is utilized 

to calculate GLCM with 9 windows size. In second step, the 31 

spectral features obtained by MNF (PCA), 1 NDVI feature and 

8 GLCM texture features are stacked into a 39 features vector. 

A SVM-based classifier is employed in two feature vectors 

separately. After this step, 2 classification maps are obtained by 

SVM-based classifier with MNF+NDVI+GLCM features, and 

PCA+NDVI+GLCM features, respectively. Finally, classified 

images are fused together to generate final classification map. 

Figure 1 shows the general structure of the proposed 

methodology. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2.1 Dimension Reduction on Hyperspectral Image 

Dimensionality reduction is an important step in most 

hyperspectral applications. PCA and MNF have been utilized to 

reduce the dimension of spectral features which can decrease 

the computational complexity during the classification process. 

30 features containing the most information of the hyperspectral 

images are kept for both PCA and MNF. In addition, NDVI has 

been measured to highlight the vegetation.  

 

2.2 Feature Extraction from Lidar Data 

Extraction of good features from Lidar data is one of the 

important aims in classification process. Feature descriptors can 

be calculated based on the grey value relationship between 

every pixel of data and its surrounding pixels in a local window 

or in the global image. The extracted features are based on the 

GLCM matrix. GLCM matrix can be generated by calculating 

how often a pixel with intensity value i occurs horizontally 

adjacent to a pixel with the value j. In this way, the pixels 

information is considered in the GLCM matrix (Haralick et al, 

1973). The features on Lidar data are represented in Table 1. 

 

Table 1. Different types of features on Lidar data 
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2.3 SVM-based Classifier 

Support Vector Machine is a popular method in remote sensing 

data analysis due to its ability to deal with small training data. 

SVM is a supervised classification method which utilizes 

training data to allocate unknown objects to known classes. This 

method has been operated in all features which obtained by two 

groups of feature namely MNF, PCA, NDVI and GLCM. These 

features are trained by class samples which has been generated 

by IEEE 2013 contest. Generally, four types of kernel exist for 

the SVM classifier: Linear, Polynomial, Radial Basis Function 

(RBF) and Sigmoid. Here, we consider the RBF kernel because 

it works well in most cases. This kernel is displayed 

mathematically as follows:  

0),exp(),(
2

gxxgxxK jiji   (1) 

Where g is the gamma term in the kernel which is user-

controlled parameter, as its correct definition significantly 

increases the accuracy of the SVM solution. Gamma parameter 

has been considered 0.006. 

 

2.4 Fusion of Classifiers 

In this step, two classification maps are generated by SVM 

classifier with MNF+NDVI+GLCM features and 

PCA+NDVI+GLCM features, respectively. Results of each 

classifier are fused together to improve single classifier results. 

Generally, two types of classifier fusion methods exist: crisp 

and fuzzy (Kuncheva, 2004). In our proposed method, we are 

applied one of the crisp classifier fusion methods: Majority 

Voting (Kuncheva, 2004). 
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Figure 1. Flowchart of proposed method for fusion of hyperspectral and Lidar data 
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The label outputs of the classifiers are given as c-dimensional 

binary vectors lidd CT

cii ,...,1,}1,0{],...,[ ,1,  where 1, jid  if 

iD  labels x in 
jw , and 0 otherwise. The plurality vote will 

result in an ensemble decision for class kw  if 









L

i

ji

c

j

L

i

ki dd
1

,1

1

, max  (2) 

According to above equation, the majority vote give an accurate 

class label if at least [L/2]+1 classifiers give correct answers. 

If the classifiers in the ensemble are not identical accuracy, then 

it is reasonable to attempt to give the more component 

classifiers more power in making the final decision. The label 

outputs can be represented as degrees of support for the classes 

in the following way: 

otherwise0
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{

ji
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The discriminant function for class 
jw  obtained through 

weighted voting is: 
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L

i
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1
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Where 
ib  is a coefficient for classifier 

iD (Kuncheva, 2004). 

 

3. EXPRIMENTAL AND RESULTS 

3.1 Datasets 

The proposed approach was applied on two datasets. A 

hyperspectral image and a Lidar derived Digital Surface Model 

(DSM), both with spatial resolution of 2.5m. The hyperspectral 

image consists of 144 spectral bands with wavelength from 380 

nm to 1050 nm. The data was acquired by the NSF-funded 

Centre for Airborne Laser Mapping (NCALM) over the 

University of Houston campus and the neighbouring urban 

areas. Two datasets are shown in Figure 2. 

 

 
(a) 

 
(b) 

Figure 2.data sets: a) Hyperspectral Image, b) Lidar derived 

DSM 

 

3.2 Extracted Features from Lidar and Hyperspectral 

Images 

The extracted features from Lidar and hyperspectral images are 

represented in Figures 3 and 4. In Figure 3, first band of PCA, 

first band of MNF and NDVI are shown. In Figure 4, 8 texture 

features extracted from Lidar data based on GLCM matrix are 

shown. 

 
(a) 

 
(b) 

 
(c) 

Figure 3. (a) PCA band1, (b) MNF band1 and (c) NDVI 

 
(a) Mean 

 
(b) Variance 

 
(c) Homogeneity 

 
(d) Second Moment 

 
(e) Contrast 

 
(f) Dissimilarity 

 
(g) Entropy 

 
(h) Correlation 

Figure 4. 8 texture features obtained from GLCM matrix a) 

Mean, b) Variance, c) Homogeneity, d) Second Moment, e) 

Contrast, f) Dissimilarity, g) Entropy, h) Correlation 

 

3.3 Fusion of SVM-based Classifiers 

SVM-based classification is operated in all features which 

obtained by MNF, PCA, NDVI and GLCM and trained by class 

samples. After this step, 2 classification maps are obtained by 

SVM classifier with MNF+NDVI+GLCM features and 
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PCA+NDVI+GLCM features, respectively. This classification 

is obtained in 15 classes, these classes are shown in Table 2. 

The final classification map acquired by fusing the classification 

maps of two groups by majority voting. The classification 

results by use of our proposed method clearly demonstrate 

higher classification accuracy. The final classification map is 

shown in Figure 5.  
 

Table 2. Land cover classes and references number 

Class Name Number of training 

samples 

Grass-Healthy 198 

Grass-Stressed 190 

Grass-Synthetic 192 

Tree 188 

Soil 186 

Highway 191 

Railway 181 

Water 182 

Residential 196 

Commercial 191 

Road 193 

Parking Lot1 192 

Parking Lot2 184 

Tennis court 181 

Running track 187 

 

 

 

 
Figure 5. Classification final map 

 

4. CONCLUSION 

In this paper, the performance of the proposed method for 

fusion of hyperspectral and Lidar data was assessed. In first 

step, some features have been extracted on both datasets. 

Hyperspectral image has been used for spectral information and 

Lidar data is used to provide more detailed information from 

height features. In second step, SVM-based classifiers were 

applied on both integration of feature vectors from PCA, MNF, 

NDVI and GLCM. Finally, a decision fusion method based on 

majority voting was applied to fuse outputs of classifiers of two 

datasets. 

Fusion of hyperspectral and Lidar data in decision level is a 

main aim of our proposed method. Fusion of classifiers on two 

datasets improve classification accuracy based on the results of 

our proposed method. The overall accuracy (OA) and kappa 

coefficient of this strategy are shown in Table 3. Based on these 

results, proposed classifier fusion on hyperspectral and Lidar 

data improve the classification accuracy. 

 

Table 3. Results of final fusion method 

Overall Accuracy 88% 

Kappa 0. 8668 
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