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ABSTRACT: 

 

Car following models as well-known moving objects trajectory problems have been used for more than half a century in all traffic 

simulation software for describing driving behaviour in traffic flows. However, previous empirical studies and modeling about car 

following behavior had some important limitations. One of the main and clear defects of the introduced models was the very large 

number of parameters that made their calibration very time-consuming and costly. Also, any change in these parameters, even slight 

ones, severely disrupted the output. In this study, an artificial neural network approximator was used to introduce a trajectory model 

for vehicle movements. In this regard, the Levenberg-Marquardt back propagation function and the hyperbolic tangent sigmoid 

function were employed as the training and the transfer functions, respectively. One of the important aspects in identifying driver 

behavior is the reaction time. This parameter shows the period between the time the driver recognizes a stimulus and the time a 

suitable response is shown to that stimulus. In this paper, the actual data on car following from the NGSIM project was used to 

determine the performance of the proposed model. This dataset was used for the purpose of expanding behavioral algorithm in micro 

simulation. Sixty percent of the data was entered into the designed artificial neural network approximator as the training data, twenty 

percent as the testing data, and twenty percent as the evaluation data. A statistical and a micro simulation method were employed to 

show the accuracy of the proposed model. Moreover, the two popular Gipps and Helly models were implemented. Finally, it was 

shown that the accuracy of the proposed model was much higher - and its computational costs were lower - than those of other 

models when calibration operations were not performed on these models. Therefore, the proposed model can be used for displaying 

and predicting trajectories of moving objects being followed. 
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1. INTRODUCTION 

Swift social and economic development caused very significant 

traffic congestion, accidents, and environmental pollution. In 

this regard, Intelligent transportation systems (ITS) have been 

used for improving of the motion and the roads system 

dynamic, enhancing in the traffic immune, as well as increasing 

in the traffic management exploitation (Wu, et al., 2009). One 

of the most important issues in ITS is microscopic traffic 

simulation which indicates the real traffic situation by 

describing each driver-vehicle-unit (DVU)’s state, including 

speed, acceleration, position, and route choice decision 

(Xiaoliang Ma and Ingmar Andréasson, 2007). Micro traffic 

simulation systems provide an efficient platform to assess the 

impacts of the different traffic controls and management 

strategy under virtual road network. These systems can revert 

drawbacks of conventional traffic analysis approaches and 

represent solution for it. The core of a micro traffic simulation 

is driver behavior. Hence, the quality of the driver behavior 

directly influences in accuracy and reliability of simulation 

results. Car following models relate to vehicles’ space-time 

modeling and discrete interaction among them in a single lane 

route and it is considered as back bone of driver behavior (Hsun-

Jung Cho and Yuh-Ting Wu, 2008). Following vehicle driver 

perceives acceleration/deceleration, distance, and velocity of 

lead vehicle and after short delay in reaction, (s) he implements 

changing in acceleration. Car following modeling has been 

studied more than a half century (Saifuzzaman and Zheng, 

2014). At the first time, this model was proposed by Reuschel 

(Reuschel, A, 1950) and Pipes (Pipes, Louis A, 1953) and had 

been extensively refined by Herman et al. (Herman and Potts, 

1900; Herman et al. 1959; Herman and Rothery, 1965, Herman 

and Rothery, 1967). Among the most prominent models widely 

used in many simulation software, several models can be 

mentioned, including GHR (Gazis, 1959), Collision Avoidance 

(CA) (Kometani and Sasaki, 1959), Gipps (Gipps, 1981), Helly 

(Helly, 1961), Fuzzy logic (Chakroborty and Kikuchi, 1999), 

and neural network (Panwai and Dia, 2007) models. Due to the 

multi-disciplinary study scope, all of the above mentioned have 

many parameters to calibrate. This process is time-consuming 

and costly, and any change in these parameters even slight 

creates disturbances in output of these models. The paper is 

composed of four sections. More applicable conventional 
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models is briefly introduced in the subsequent section, followed 

by the description of the proposed methodology based on 

artificial neural network. In Section 3, the proposed 

methodology is thoroughly validated. The last section is 

devoted to the conclusions. 

  

2. LITERATURE REVIEW 

In this section, the most notable car-following models would be 

reviewed. 

 

2.1 Gazis-Herman-Rothery model (GHR) 

The GHR model is one of the most famous car motion models 

proposed in the late 1950s and early 1960s by Gazis and 

colleagues (Gazis, 1959). The basic equation of the model is as 

follows: 
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where a(t+T) is the Acceleration or deceleration at time (t), ∝ is 

the sensitivity coefficient, ΔV(t) is the speed difference of 

vehicle at time t, T is the driver’s reaction time, and ΔX(t) is the 

distance headway at time t.  

 

2.2 Collision Avoidance model (CA) 

The CA model, which is known as the safe distance model was 

introduced in 1959 by Kometani and Sasaki (Kometani and 

Sasaki, 1959). The equation of this model is as follows: 
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Where α, β1, β, b0 are the constant coefficients to be determined. 

 

2.3 Gipps model 

One of the most significant developments done on the CA 

model was in 1981 by Gipps (Brackstone and McDonald, 

1999). He considered several drivers’ behavior factors 

neglected in the previous model. High computational cost for 

calibration of parameters is the main disadvantage for this 

model. Eq. (3) demonstrates the Gipps model used in this paper: 
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Where 1.7, 3, 3.5, 6.5
f f l

A B B S


     and ∆X is the space 

length between the follower and the leader vehicles. Also S is 

the safety distance that is based on the maximum velocity of 

vehicles. So, ∆X < S corresponds to an incident, which may 

involve the vehicle crashing. This parameters are selected 

according to (Wilson, 2001). 

 

2.4 Helly model 

The Helly linear model was defined in 1959 and includes 

additional parameters to adjust and tune the acceleration of the 

car while facing the brake of the leading car and the two front 

cars (Helly, 1961). The equation of this model is as follows 

(Brackstone and McDonald, 1999): 
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where Dn(t) is the desired following distance at time t and 

1 2, , , ,C C     are the constant coefficients to be determined. 

 

2.5 Fuzzy-logic-based & Artificial Neural Network (ANN) 

model 

 

Fuzzy logic-based modeling has played a prominent role in the 

car-following field. Fuzzy logic was first used in car-following 

in 1992. The first attempt to use fuzzy rules in GHR was 

conducted (Chakroborty and Kikuchi, 1999). In 2007, Hussein 

Dia and Panwai (Panwai and Dia, 2007) introduced car-

following model, based on ANNs and showed that ANN models 

outperformed Gipps model. 

 

3. PROPOSED METHODOLOGY 

The car-following models are generated mathematically by 

examining the behavior of the driver following the leading car 

in traffic flow. When there is a leading car, the driver tries to 

control his/her own driving behavior by considering the speed 

of the leading car and the speed difference with the leading car, 

as well as the distance to the leading car through accelerating or 

braking. Therefore, the car-following model can be expressed as 

follows (Rahman, 2013): 

1( , , )n

dV

dt
f V X V                                                     (6) 

Given the numerous parameters of the conventional models and 

the complexity of the parameters calibration process, a very 

effective, efficient method was proposed in this paper based on 

an artificial neural network, which not only has a higher 

accuracy, but also eliminates the parameters calibration process. 

In this section, at first, a definition of this feed-forward neural 

network method is presented, then the dataset used in this study 

will be introduced. 

 

3.1 Neural networks algorithm 

Since 1990s, there has been a gained interest concerning 

artificial neural networks in variety of disciplines (Dougherty, 

1995; Kalogirou, 2000; Kalyoncuoglu and Tigdemir, 2004; 

Karlaftis and Vlahogianni, 2011). Typically, two merits 

contribute to the popularity of neural networks. One virtue is 

that neural networks are capable to handle noisy data and 

estimate any degree of complexity in non-linear systems 

(Kalogirou, 2000). The other virtue is that, they do not require 

any simplifying hypothesis or prior knowledge of problem 

solving, in comparison with statistical models (Kalyoncuoglu 

and Tigdemir, 2004; Karlaftis and Vlahogianni, 2011). In terms 

of the topic discussed in this study, driver–vehicle reaction 

delay and car following are two complicated concepts. 

Although there are some findings in previous studies, it is not 

clear what factors impact the reaction delay and car-following 

behavior, as well as what their underlying relationships are. 

Therefore, by virtue of the above mentioned features, we 

believe that neural networks are more flexible than statistical 

approaches. In fact, validation results in Section 4 also confirm 

our judgment. A neural network is a massively parallel 

distributed processor that has a natural propensity for storing 

experiential knowledge and making it available for use (Haykin 

1999). It stimulates the human brain in two respects: the 

knowledge is acquired by the network through a learning 

process, and inter-neuron connection strengths, known as 

synaptic weights, are used to store the knowledge. A schematic 

diagram of a typical multilayer neural network is displayed in 

Figure.1. 
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Figure 1.The schematic diagram of a two-layer neural network 

 

In this study the network is composed of inputs and two layers. 

The last layer of a neural network is also called the output layer. 

The input vector consists of R elements q1, q2… qR. Each input 

element qi is multiplied by a weight wj, i 
1 to form wj, i 

1, one of 

the terms that is sent to the adder. The other input, the constant 

1, is multiplied by a bias bj
1 and then passed to the adder. The 

adder output is: 

1 1 1

,

1

R

j j i i j

i

n w q b


  ,                                                                     (7) 

Often recourse to as the net input, goes into the transfer 

function f 1, which produces the neuron output aj
1 in the layer 

one. The bias bj
1 has the effect of increasing or decreasing the 

net input of the transfer function, depending on whether it is 

positive or negative, respectively. L1 shows the number of 

neurons adopted in layer one. If we relate the artificial neural 

network to a biological neuron, the strength of a synapse is 

shown by the weights and bias wj, i 
1, bj

1. A cell body is 

represented by the adder and transfer function, and the neuron 

output aj
1 represents the signal on an axon. In the same way, 

handling the outputs of layer one as the inputs of layer two, the 

signals from layer one are passed through second layer. The 

transfer function in layer two f 2 can be totally vary from that in 

the first layer. The outputs of second layer ak
2 2

[1, 2, ..., ]k L , are 

also the outputs of the discussed neural network. L2 shows the 

number of neurons used in layer two. The neuron network is 

written in the following matrix form: 

 
1 1 1 1 2 2 2 1 2

( ), ( ),a f w q b a f w a b                                          (8)  

 

where w1, w2 are the weight matrixes and q, b1, b2, a1, a2 

denote the input, bias and output vectors in layers one and two.  

 

3.2 Dataset 

The actual data on car following from the NGSIM project was 

used to determine the performance of the proposed model. This 

dataset was used for the purpose of expanding behavioral 

algorithm in micro simulation. One part of this dataset is related 

to the Emeryville Highway and includes routes of about 1500 

cars including about 1.5 million information records for the first 

15 minutes between 5:00 p.m. and 5:15 p.m. on April 13, 2005. 

Every record contains 18 information fields taken by the sensors 

embedded for this purpose at 0.1-second intervals, and the most 

important fields include accurate spatial position, speed, 

acceleration, and distance to the car in front. From among all 

the data, a suitable sample was considered that included three 

important conditions: both cars should be of the same type, 

none of them should change lanes during car following, and no 

other car should come between them. Finally, the car following 

should last for at least 30 seconds (Kim et al., 2003; Kim and 

Taehyung, 2005). After the preliminary study of the noise in the 

acceleration data taken from the dataset (Punzo et al., 2011) it 

was found that the use of the moving average method reduced 

this noise as much as possible. Sixty percent of the data was 

entered into the designed neural network as training data, 20 

percent as testing data, and 20 percent as evaluation data. 

 

3.3 Experimental result 

In this paper, in order to determine a trajectory model for 

vehicle movements, a multilayer neural network approximator 

was used with 10 neurons in one hidden layer, one neuron in 

output layer, and Levenberg-Marquardt (Vogl et al., 1988) 

backpropagation training algorithm. The hyperbolic tangent 

sigmoid function (Vogl et al., 1988) and purelin function 

(Vogl et al., 1988)   were employed as the transfer functions 

of the neurons of hidden layer and the output layer, 

respectively.  

One of the important aspects in identifying driver behavior is 

reaction time. This parameter shows the period between the 

time the driver recognizes a stimulus and the time a suitable 

response is shown to that stimulus. One of the very popular 

models that are used for calculating reaction time is the Ozaki 

model that calculates this parameter separately for the two states 

of acceleration and deceleration (Ozaki, 1993). In this research, 

the inputs for determining the trajectory model are the distance 

between the two cars being followed at any instant, the speed of 

the leading car, and the difference between the speeds of the 

two cars. In addition, the reaction time of the driver was 

calculated using the Ozaki model and was considered as the 

new input. As will later be shown, the effects of this parameter 

are very important in modeling trajectories of car movements 

using the proposed artificial neural network approximator. 

Figure.2 and Figure.3 demonstrate the fitting curve between the 

real data and prediction of the proposed model by neglecting 

the reaction time and by considering it, respectively. 

 

 
Figure 2. Artificial Neural Network prediction without 

considering the reaction time 
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Figure 3. Artificial Neural Network prediction by considering 

the instantaneous reaction Time 
 

Figure.4 demonstrates histogram error of training, testing, and 

validation data. The proposed ANN model was stopped after 23 

epoch. Figure.5 shows the epoch gained the best accuracy. The 

reason of training stopping was based on achieving the best 

accuracy goal. Furthermore, if there is not any better accuracy 

after 310 epochs, training process of the proposed ANN will be 

finished.  

 

 

Figure 4. Error Histogram for the ANN outputs (Lane 1) 

 

 

Figure 5. The best validation performance (Lane 1) 

 

The outputs of the conventional models were then compared to 

the outputs of the proposed method in Figure.6. 

 
Figure 6. Difference between the real data and two conventional 

model (Helly and Gipps) 

 

4. VALIDATION OF METHODOLOGY 

Three measures were employed to validate the proposed 

methodology. The first measure is the mean square error, Eq. 

(9). The second measure is the Index of agreement, Eq. (10). 

Moreover, micro simulation validation was carried out as the 

last measure. 

 

4.1 Statistical validation  

To demonstrate the accuracy of the proposed model, the 

following criteria were used:  The Mean Square Error (MSE) 

method was used to determine the accuracy of the model. The 

following Equation shows the calculations of the measure of 

accuracy: 
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1
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                                                   (9)  

Index of agreement, i.e., d, indicates the extent that the 

predicted values are error-free. The closer the value of this 

parameter becomes to 1, the better our model of prediction will 

be. The following Equation shows this index formula 

(Papanastasiou et al., 2007): 
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where   '
i

y t  is the value predicted by the model,  
i

y t  is the 

real value or the test data value and y is the mean values of real 

data. The following table summarizes the statistical results of 

the model for various states.  

 

Mean Square Error(MSE) 

  Lane 1 Lane 2 Lane 3 

ANN without Reaction 

Time 
0.347 0.223 0.150 

ANN with Reaction Time 1.0E-08 7.0E-08 1.0E-08 

Helly 2.242 0.988 1.500 

Gipps 0.423 0.581 0.295 

Table 1. The mean squared error (MSE) between the real data 

and the output of models with reaction time  and 

without it 
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Index of Agreement 

  Lane1 Lane 2 Lane 3 

ANN without Reaction 

Time 
0.55% 0.89% 0.85% 

ANN with Reaction 

Time 
0.99% 0.99% 0.99% 

Helly 0.17% 0.41% 0.37% 

Gipps 0.38% 0.34% 0.34% 

Table 2. Statistical summary for each observed and simulated 

vehicle (d is index of agreement) 

Based on the above table and by considering the instantaneous 

reaction, the proposed model yields the best statistical 

parameters for all lines of the route. This model can be used for 

the car guidance systems in the non-collision state. 

 

4.2  Microscopic validation 

In this section, we show the validity of the proposed model 

using the micro-simulation technique. After determining the 

model accuracy using the error test with the least squares error 

method and the use of index of agreement parameter as the 

determinant of prediction accuracy in the previous section, we 

firstly considered Highway Emeryville and three lines, where 

data was collected. The following figure shows the study area 

for simulation: 

 

 

Figure 7. Study area 

During the simulation, two cars were assumed for each line: one 

as the front car and the other as the follower car. The front car 

started moving with the speed available at the collected data and 

the follower car instantaneously calculated acceleration based 

on the proposed model by understanding the speed of the front 

car, their distance, and relative speed. Based on this 

acceleration, displacement was calculated for the next moment. 

Simulation was performed with 0.1-second steps and it was 

found that the proposed model has a good validity according to 

the proximity to the real situation of car-following in its 

simulation. Figure .18 depicts simulation results in three lane. 

 

 

Figure 8. Simulation prototype 

5. CONCLUSION 

Car-following models are among the most important topics in 

the field of traffic simulation at the micro level. All famous 

models that are used today include a set of parameters that 

require careful calibration, and any changes, even trivial, will 

severely affect the output. To solve this problem, this paper uses 

an artificial neural network to propose a car-following model. 

The model predicts the desired output, i.e. acceleration changes, 

by allocating four parameters, including the speed of the front 

car, the relative distance to the front car, the relative speed 

between the front car, and the follower car with different 

reaction times. To demonstrate the validity of this model, two 

methods were used: theory of errors and micro simulation. In 

the theory of errors, the output data of the models were 

compared with reality and it was found that the proposed model 

has a good accuracy in the car-following modeling, considering 

the instantaneous reaction time as an input parameter. In the 

simulation, it was shown that the results from the moving 

vehicles in the actual route follow the actual conditions of the 

car-following flow, based on the understanding of the follower 

car's driver about the performance of the front car, including the 

car speed and distance with it in every 0.1 seconds. This model 

can also be used in driver support tools, maintaining the safe 

distance, guiding unmanned vehicles and other applications of 

intelligent transportation systems. 
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