
   
 

 
1. INTRODUCTION 

 
Nowadays efforts of modern video surveillance systems 
developers are aimed at the intellectualization of as many as 
possible functions to facilitate the operator's work. Such functions 
include so-called «rules» that generate video analytic events when 
certain situations occur, as, for example, the intersection of a line 
by an object, the movement in the forbidden zone, the movement 
in prohibited direction, etc. It is important to minimize the number 
of false alarms, because if this number is comparable with the 
number of the faithful positives, then the operator`s attention is 
getting weaker quickly. In this state operator begins to skip all the 
events, often not thoroughly enough. Finally, it leads to skipping 
of important or even dangerous events. 
 
Along with the actual moving objects, the so-called “pseudo-
moving” objects appear very often on video sequences. These 
objects usually include camera noise, glare and reflections, 
shadows, swaying branches and foliage. Such objects, appearing 
in the rules areas, generate a large number of false events. 
Therefore, to reduce the number of false alarms, it is necessary to 
understand, which of moving objects are valid in a scene, and 
which are false (pseudo-moving). 
 
We assume that the problem of motion detection is already solved 
(Elgammal, 2000; Stauffer, 1999; Vishnyakov, 2012) and we 
have a list of moving objects or areas with confirmed motion. For 
example, we can use algorithms of motion detection and object 
tracking, proposed in papers (Elhayek, 2012; Hosmer, 2002; 
McHugh, 2008). The most common methods for false objects 
detection, described in literature, use objects or background 
brightness and geometrical features (Stauffer, 2000; Torr, 1993). 
Also, there is a number of methods for shade and shadow detection 
(Sanin, 2012). The difference of this work is application of the 
statistical methods for the pseudo-moving objects detection 

without taking the brightness and color object features and a 
background model into account.  In our approach we consider only 
the information about the movement nature. Also it should be 
noted, that our model for pseudo-moving objects recognition can 
be used jointly with any other methods of false object detection. 
 
In this paper, we consider a set of statistical features specific to 
pseudo-moving objects. Hypotheses systems are constructed for 
the proposed features. In each system, we suggest the null 
hypothesis – the object is pseudo-moving («false»), and the 
alternative – the object is a valid moving object. After hypothesis 
verification the final conclusion about the object type in each 
system is made. The results are integrated on Bayes ' theorem, 
where the posterior probabilities of all hypotheses are counted on 
video training set. In addition, we propose the second way of the 
criteria integration using logistic regression. The quality 
evaluation of proposed methods on a large amount of real video 
data from public databases PETS and ETISEO is presented. 
 
 

2. STATISTICAL APPROACH FOR PSEUDO-MOVING 
OBJECTS DETERMINATION 

 
 In the general case, the moving objects have the following most 
commonly used attributes to identify them: shape, size, texture, 
brightness distribution, contrast, movement speed. However, for 
various reasons, it is not always possible to classify an object 
according to these criteria: because of insufficient amount of 
information, because of the technical imperfection of equipment 
or due to the nature of the observed scene. In this paper we propose 
the following distinctive features, which can be used for the 
pseudo-moving and valid objects classification: 

 
1. The presence or absence of a trend component in the object 

motion model; 
2. The ratio of the object detection time to its presence time; 
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3. The number of direction changes. 
 
For each property the following hypothesis system is constructed: 
 

1. The null hypothesis 𝐻𝐻𝑘𝑘0={the object is pseudo-moving}; 
2. The alternative hypothesis 𝐻𝐻𝑘𝑘1 ={the object is valid}. 
 

Here the parameter 𝑘𝑘 = 1,2,3 is the number of the hypotheses 
system. 
 
The hypotheses system: the trend component in the model of the 
object motion 
 
Usually in motion analysis, the number of incoming frame is used 
as the time moment. Therefore, per unit of time t it is possible to 
take either the frame number, or a frame timestamp. Let 
𝑥𝑥(𝑡𝑡),𝑦𝑦(𝑡𝑡) be the coordinates of the object’s center of mass. Let us 
consider a linear model of the object motion on a finite time 
interval: 
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where ii ba ,  –  unknown model parameters 

iε  –  observation errors, 

2,1=i  

21,tt  – moments of time during the object’s life 
 
We choose the linear model as an object movement model, 
because of its simplicity and sufficiency for trend component 
estimation. Movement trend is considered to be 𝑎𝑎𝑖𝑖 , 𝑖𝑖 = 1,2 
parameter in mathematical model (1). 
 
Based on the video sequences analysis from public databases we 
found that most of the pseudo moving objects do not have a 
pronounced trend component, in contrast to the actual objects. We 
suggest calculating statistics 𝑍𝑍1 using estimated parameters 𝑎𝑎𝚤𝚤� , 𝑖𝑖 =
1,2 from mathematical model (1) normalized by estimated mean-
square deviations of observation errors 𝜎𝜎𝚤𝚤� , 𝑖𝑖 = 1,2 for the 
assessment of the object movement trend: 
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This criterion allows classifying effectively valid and pseudo-
moving objects of almost any type (perhaps, except reflections) of 
the movement nature. Fig. 1 shows a histogram of the sample 
statistics 𝑍𝑍1 for real-moving objects and pseudo-moving objects. 
 
2.1. The hypotheses system: missing object observations 
 
Very often different algorithms for tracking of moving objects 
have a heightened sensitivity to contrast. When there is 
insufficient contrast between the object and background, the so-
called losses of the objects observations are possible. The object 
is considered as missing, if at some moment of time (on some 

frame) it is not possible to detect it. Observation losses are typical 
for such pseudo moving objects as swaying branches or camera 
noise. As the statistics  𝑍𝑍2 we suggest using the following 
expression: 
 

 
 

overall

tracked

N
NZ =2

        (3) 

 
where trackedN  = the number of frames on which the object was 

detected 
 overallN  = the total frames number of the object’s life 

from the moment of its first detection to the moment of 
making decision on the object type. 

 
Fig. 2 shows the histogram of the statistics sample implementation 
𝑍𝑍2 for real-moving objects and pseudo-moving objects. 

 

Figure 1. The histogram of the statistics 𝒁𝒁𝟏𝟏 for real-moving 
objects - gray columns and pseudo-moving objects - black 

columns. 

Figure 2. The histogram of the statistics 𝑍𝑍2 for real-moving 
objects - gray columns and pseudo-moving objects - black 

columns. 
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Figure 3. The histogram of the statistics 𝑍𝑍3 for real-moving 
objects - gray columns and pseudo-moving objects - black 

columns. 
 

 
It is clear from the histogram that with any values of the separating 
threshold the probability of type II error will be different from 
zero. This is explained by the fact that some pseudo-moving 
objects can be detected almost 𝑁𝑁𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 frames. These objects 
include, for example, shadows or reflections. The value of 𝑍𝑍2 
statistic for such objects, as can be seen from fig. 2, can be the 
same as for the real-moving objects. In such a case, the criterion 
will not be able to classify them correctly. 
 
2.2. The hypotheses system: changes of object movement 
direction. 
 
Based on the test sequences analysis we found out the possibility 
to identify pseudo-moving objects using the number of changes in 
the movement. Such objects as, for example, the swaying branches 
of trees often change the direction of movement during their 
lifetime. Usually it does not refer to real moving objects. The 
movement trajectory changes are used as the statistics 𝑍𝑍3. 
 
          turnsNZ =3         (4) 

 
where turnsN  – the number of trajectory turns. 
  

 
We assume that the object has changed the movement direction, if 
(𝑉𝑉𝑖𝑖 ∙ 𝑉𝑉𝑖𝑖−1) < 0 (turn angle is more than 90°), where 𝑉𝑉𝑖𝑖  – is the 
object movement vector over time (𝑡𝑡𝑖𝑖 , 𝑡𝑡𝑖𝑖−1),   𝑉𝑉𝑖𝑖−1 – the object 
movement vector during the time (𝑡𝑡𝑖𝑖−1, 𝑡𝑡𝑖𝑖−2),   the operation     (∙) 
– the scalar product. 
 
Fig. 3 shows the histogram of the statistics sample implementation 
𝑍𝑍3 for real-moving objects and pseudo-moving objects. 
 
As it can be seen from the histogram, some pseudo-moving objects 
cannot be correctly classified according to the criterion due to the 
nature of their movement, if they do not change the direction. Such 
objects may include, for example, glares and some reflections. At 
the same time, some real moving objects can move with the 
frequent changes in the trajectory (this objects behavior is called 
as «loitering»), which also does not allow classifying them 
correctly. 
 
It should be noted that we considered other variants of verifying 
the «swaying» fact, including defining of the significance of a 
periodic component in the model. However, proposed simple 
criterion, based on a calculation of object velocity, showed the 
best ability for classification of false objects along with 
significantly higher performance, compared to other similar 
criteria. 
 

 
3. THE INTEGRATION CRITERION ON THE BASIS OF 

BAYES’ THEOREM 
 
Totally, three statistical criteria were constructed, based on three 
sets of hypotheses: 
 
      1. Hypothesis 𝐻𝐻10: the object is pseudo moving, if it has no 
pronounced trend component. Its alternative – 𝐻𝐻11. 
      2. Hypothesis 𝐻𝐻20: the object is pseudo moving, if it is 
unsustainably detected. Its alternative –𝐻𝐻21.  
      3. Hypothesis 𝐻𝐻30: the object is pseudo moving, if it often 
changes its direction. Its alternative – 𝐻𝐻31. 

 
  Accepted 

hypothesis 
 

Probability 
 

Value 𝐻𝐻10 𝐻𝐻20 𝐻𝐻30 

𝑃𝑃�(𝐸𝐸0�𝐻𝐻10𝐻𝐻20𝐻𝐻30) 0.9991 + + + 

𝑃𝑃�(𝐸𝐸0�𝐻𝐻10𝐻𝐻20𝐻𝐻31) 
 

0.987 + + - 

𝑃𝑃�(𝐸𝐸0�𝐻𝐻10𝐻𝐻21𝐻𝐻30) 
 

0.983                +            -            + 

𝑃𝑃�(𝐸𝐸0�𝐻𝐻11𝐻𝐻20𝐻𝐻30) 
 

0.962        -            +        +   

𝑃𝑃�(𝐸𝐸0�𝐻𝐻10𝐻𝐻21𝐻𝐻31) 
 

0.273                +            -             - 

𝑃𝑃�(𝐸𝐸0�𝐻𝐻11𝐻𝐻20𝐻𝐻31) 
 

0.137               -           +             - 
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𝑃𝑃�(𝐸𝐸0�𝐻𝐻11𝐻𝐻21𝐻𝐻30) 
 

0.108               -           -            + 

𝑃𝑃�(𝐸𝐸0|𝐻𝐻11𝐻𝐻21𝐻𝐻31) 0.0008              -            -            - 

 
Table 1. Assessment of the system effectiveness. 

 
To construct the final classifier we introduce the following events: 
𝐸𝐸0 - the object is pseudo moving; 𝐸𝐸1– the object is not pseudo 
moving. The probabilities of these events are evaluated on the 
training sample and take the following values: 
 

𝑃𝑃�(𝐸𝐸0),𝑃𝑃�(𝐸𝐸1) = 1 − 𝑃𝑃�(𝐸𝐸0),      (5) 
 
Probabilities 𝑃𝑃��𝐻𝐻1𝑖𝑖�𝐸𝐸𝑚𝑚�,𝑃𝑃��𝐻𝐻2

𝑗𝑗�𝐸𝐸𝑚𝑚�,𝑃𝑃�(𝐻𝐻3𝑘𝑘|𝐸𝐸𝑚𝑚) where 
𝑖𝑖, 𝑗𝑗, 𝑘𝑘,𝑚𝑚 = 0, 1 were also estimated on the training sample. 
 
Then, using Bayes’ theorem and (5), as well as the fact that the 
statistical criteria are independent by nature (hypothesis about the 
criteria correlations were verified and accepted), the formula for 
the calculation of the classification probabilities estimates takes 
the following form: 
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where 𝑖𝑖, 𝑗𝑗, 𝑘𝑘,𝑚𝑚 = 0,1 

  
Calculated values for all possible sets of 𝑖𝑖, 𝑗𝑗, 𝑘𝑘 are shown in table 
1. Based on estimates of the system effectiveness, the decisive 
rule is that the object is considered as pseudo-moving in case if at 
least two null hypotheses were accepted. 
 
 

4. THE CRITERIA AGGREGATION USING LOGISTIC 
REGRESSION 

 
Logistic regression is one of the linear classification methods [8]. 
We chose this method of classification, because it is very robust 
to outliers. In this model, the objects are represented as the 𝑛𝑛-
dimensional feature vectors. In our case, the feature vector will 
consist of statistics described in section 2: 𝑍𝑍1,𝑍𝑍2, Z3. We consider 
𝑛𝑛 = 4 (an extra bias is added, the value of which is equal to 1 for 
all objects, which provides a hyperplane of a general view, not 
only passing through the coordinates origin). Values 1 and 0 serve 
as a class mark, depending on whether the object belongs to the 
pseudo-moving objects class or not. Thus, a training set 𝑇𝑇 =
〈𝑥𝑥𝑖𝑖 ,𝑦𝑦𝑖𝑖〉, where 𝑖𝑖 ∈ 1. .𝑚𝑚 - the object number in the test sample, 
𝑥𝑥𝑖𝑖 ∈ 𝑅𝑅𝑛𝑛- feature vector, and  𝑦𝑦𝑖𝑖 ∈ {0,1} - a class mark, 
corresponding to this object. A penalty function in logistic 
regression is given: 
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Machine learning task is to find the optimal vector of parameters 
𝜃𝜃∗ ∈ 𝑅𝑅𝑛𝑛, minimizing the cost function: 
 
 ),(minarg θθ TJ=  (8) 
 
Thus, this classifier is looking for a hyperplane in the space 𝑅𝑅𝑛𝑛, 
separating the two classes objects, which is optimal in the logistic 
regression statement. Fig. 4 shows the separating hyperplane for 
valid and false objects found by proposed algorithms on one of 
the videos from public database PETS. 
 

 
Figure 4. Separating hyperplane for true (circles) and false (stars) 

objects for ETISEO video. 
 
The decisive rule is verification of the condition 𝜃𝜃𝑇𝑇 ∙ 𝑥𝑥 ≥ 0, 
which means that the objects will be considered as belonging to 
the class «pseudo moving» (with the mark of a class 1). If the 
condition is not met, then the object will belong to the class of 
real (valid) objects (labeled with 0). 
 
 

5. CLASSIFICATON ALGORITHMS TESTING 
 
Algorithms of fast automatic pseudo-moving objects 
classification, based on developed methods, were tested on 
publicly available databases - PETS, ETISEO and CANDELA. 
The cross-validation methods were used for assessment of 
confusion matrix and the errors probabilities of the first and the 
second kinds. The original objects sample was divided into q=5 
noncrossing subsets of approximately equal cardinality, each of 
which in turn became a reference, other four – learning. Confusion 
matrix elements were calculated and summed for q control 
subsets. The procedure of splitting the original sample to q subsets 
and confusion matrix calculation was carried out t=5 times, 
whereupon the average of the values for these partitioning options 
was computed. Also, we configured the sensitivity of the basic 
moving object detector so that many outliers were detected.  
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Table 2 shows confusion matrix for the method, based on 
Bayesian criteria integration. 
 
 

 

 
Estimated 

L
ab

el
ed

 Type Real object False 
Real object 476 (0.899) 54 (0.101) 

False 51 (0.073) 641 (0.927) 
 

Table 2. Confusion matrix for Bayesian integration. 
 
 
To determine the quality of decision rule in the classification 
manner, fig. 5 shows the false acceptance and false rejection rates 
(hereinafter FAR-FRR) curves for the criteria individually and for 
the decision rule for integration using logistic regression. 

 
Figure 5: FAR-FRR curves for the logistic regression (upper 
dotted curves for statistical criteria individually, lower solid – for 
the decision rule). 
 
Table 3 shows the confusion matrix for the method, based on 
logistic regression. 
 
 

 
Estimated 

L
ab

el
ed

 Type Real object False 

Real object 491 (0.927) 39 (0.073) 

False 37 (0.053) 655 (0.947) 
 

Table 3. Confusion matrix for logistic regression. 
 
Fig. 6 shows an example of the proposed algorithms use to cut-off 
pseudo-moving objects. 

 

As it can be seen from the testing results, linear classifier based 
on logistic regression model showed slightly better results than 
the classifier based on Bayesian integration. 
 
In addition, it should be noted that we do not compare our results 
to other ones, because for now we have not found any similar 
papers on the subject. 
 
 

6. CONCLUSIONS 
 
In this paper, we present an approach for the pseudo-moving 
objects recognition in video analysis tasks. Testing on a large 
volume of real video data showed high efficiency of the 
considered methods (type I and type II errors around 0.07). The 
offered technique for the determination of pseudo-moving objects 
on video sequences can be used in many systems of the situational 
video analysis of dynamically changing scenes, such as the 
systems of video surveillance of public places, the systems of 
transport flows estimation, security systems and other engineering 
systems of similar purpose. 
 

 
 
Figure 6. On the picture above you can see two pseudo-moving 

objects, on the picture below these objects are determined as 
false and removed. 
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