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ABSTRACT:

3D reconstruction from images has undergone a uéwol in the last few years. Computer vision techr&juse photographs from
data set collection to rapidly build detailed 3Dduats. The simultaneous applications of differegbathms MVS), the different
techniques of image matching, feature extractimjraash optimization are inside an active fieldesferarch in computer vision. The
results are promising: the obtained models arennény to challenge the precision of laser-basednsituctions. Among all the
possibilities we can mainly distinguish desktop aeb-based packages. Those last ones offer thatopfiy to exploit the power
of cloud computing in order to carry out a semieanhtic data processing, thus allowing the userutfillfother tasks on its
computer; whereas desktop systems employ too mumtegsing time and hard heavy approaches. Compisien researchers
have explored many applications to verify the visseuracy of 3D model but the approaches to veniéyric accuracy are few and
no one is orAutodesk 123D Catclpplied on Architectural Heritage Documentationr @pproach to this challenging problem is to
compare the 3Dmodels yutodesk 123D Catchnd 3D models by terrestrial LIDAR considering eiéint object size, from the

detail (capitals, moldings, bases) to large scalkelimgs for practitioner purpose.

1. INTRODUCTION

The diffusion of Image-based 3D modeling techniqtlesough

to interact with and develop the results (by marstiathing of
homologous points on triplets of images). Furtheem@atch
3D mesh is suitable for all 3D modeling softwat23D Catch

free, low coste open sourcesoftware, has increased drastically by Autodesk is a free (at present time) web-basedce in beta

in the past few years, especially in the domainCoiftural
Heritage(Architecture, Archeology, Urban planning)

Some software process 3D reconstruction using stnbictured
photos data setARC30 123D Catch Hyp3D, my3Dscannér
and some other software use both structured anttuchsred
photos data set for example downloaded from Fibak

release that overcomes the previous Autodesk’s dflfiot
technology preview project launched in the summie2@L0
using technology developed by Realviz (néwute 3D). Our
goal is to identify the methodology for using tleétware and to
verify and demonstrate its metric reliability. Taien of this work
is to give a simple guide to tipeactitioner so that he will be able

(VisualSfM, PhotoSynth Obviously, this approach has beento work in architectural survey field, without ugirexpensive

developed to be used by not expert operators te weages and
browse photo collections through the Structure frbfation
(SfM) techniques. Furthermore, some algorithms dam
downloaded; thus, it is possible to manage thenortter to
overcome the limits identified during the applicati(\Vu et al,
2009). Other software works like a real “black bgXguyenet
al., 2012) whose algorithms are secrets and the umemot
understand the “formula” that allows to get the conte.
Nevertheless, web-based softwardRC3D, 123D Catch,

technologies and software and without having arremely
specific expertise. Our applications have beenessdad to small
and large scale buildings in the field of architeat heritage. We
deeply investigated on metric reliability @23D Catchmodels
comparing them with terrestrial laser scanner d@ns or
reliable Ground Control Points (GCP), on the sufac
reconstruction quality and on the detail qualityefation with the
number of images and their resolution. After a dpson of
related work, we describe the correct use of tHevame and

Hyp3D, my3Dscanngroffer another opportunity: they use the demonstrate its visual and metric accuracy.

power of cloud computing to carry out a semi-autticndata
processing instead of considerably slowing-down dbeaputer
during data processing as desktop systems doidrp#per we
focus on architectural heritage digitalization bging 123D

Catch by Autodeslone of the more used web based package423D Catch potentialities and

Among all available web based softwarRC30 123D Catch

Hyp3D, my3Dscanngrwe choseCatch for the easiness of use, archaeological

the visual quality of the reconstructed scene &edpiossibility

1.1 Previous work

The main part of the studies aimed at testing axulogéng
limits is addressed to
digitalization of little objects (Nguyen et al, 2] of
finds such as fragments and fumgshi
(Kersten, Lindstaed, 2012), small archaeologida parts (Lo

* Corresponding author. This is useful to knowdommunication with the appropriate person in cag#smore than one author.
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Brutto, Meli, 2012; Dellepiane et al., 2013) andsts, such as
the excellent outcomes obtained by Kestern (Kerdtenmlstaed,
2012) on Moai statues of Easter Island. Insteadydhitectural
field there is a lack of systematic studies, Kest@ade some

the Structurefor Motion (SfM) (Furukawa and Ponce, 2007;
Remondino, et al., 2012; Snavely, 2008; Wu, 2011M S
includes the extrinsic (position, orientation) airtrinsic
parameters of the camera for the captured imdd@&D Catch

applications on very simple buildings and Manferdin processes only photos taken by a single camera.

(Manferdini, Galassi, 2013) worked mainly dr23D Catch
verifications. Hence, rather than getting a congmaribetween

123D Catchand other image based modeling tools, we considg

more useful investigate on tH23D Catcharchitectonic mesh
metric and visual accuracy (Santagati, Inzerill@1®) in order
to fill this gape and provide some methodologidakections.

2. 123D CATCH: METHODOLOGICAL APPROACH

Among all the web-services packages actually aviagi)d 23D

Catch by Autodeskis the only one that allows to improve the

result of the 3D scene reconstruction through thenual
stitching of homologous points on triplets of imaged the re-
submission of the scene to the service.

The used approach underlyin@3D Catchtechnology is well
described in (Vu, H-H. et al., 2009).

Exploiting the photogrammetric approach and therityns of

Computer Vision 123D Catchis able to reconstruct internal

parameters of the digital camera and the positiospace of the
homologous points from a number of correspondebe®geen
sequences of photographic images, suitably takeleed, through
the correspondence pixel-pixel, the 3D coordinafes| points of
the scene are found and the polygonal model is\steccted.

The main steps to usé&23D Catch are to: - Capture a
photographic sequence of an object in order that ahgle
between one shot and the other is about 5-10 dexrdethe
overlapping is about 70%; - use the iPhone, iPaeb,wor

desktop app taploadthe photos to the Autodesk cloud (user

can decide whether to wait the 3D reconstructiontarbe
advised by email); Improvethe results by manuatitching of
homologous points on triplets of images and sulamdin the

scene to the cloud;CGreatea videq share with others, or even

fabricate your project with 123D’s 3D printing @askr cutting
services. Furthermore, for a use in cultural hggiteisualization
field it is necessary to scale and post-processltiteened model to
fix all the imperfections (noise and holes) in mgsiality, also by
using open source software suchMeshlab(Cignoni P. et al.,
2008). All those advantages cut down the costonlytin terms
of required equipment but also
hours/machine you have to consider when you stiditalization
project. The reconstruction process begins by esig

parameters for theequencef data set photos. The sequence is

very important to reach satisfactory outcomes. dot fif you
change the sequence also the result changes. tueesi must
be taken according to a path of continuity arodreldbject and

their submission oatchmust be the same. The right sequence

to take the pictures is well shown in figures 2-3.

As before said, it is necessary to capture a phiztm set
sequence of an object in order that the angle leetveme shot
and the other is about 5-10 degree andotferlappingis about

70%. This is a strong condition to ensure a goadlteSo if

your architecture building is hampered by bottldwseit is not

possible to create a cluster of good structuretups. Another
strong condition is that it is necessary to fraime building in

its entirety, therefore, be at a reasonable distance.

This excludes the possibility of performing caltidas on

buildings that are located in narrow streets or cwhhave

obstacles (such as statues, trees, etc.) that nirgkie shot
distance. In figure 4 we demonstrate thaBD Catchresult is

not useable. Given a set of matching images, tte¢ gbthis

stage is to recover simultaneously the geometth@&cene and

This contribution has been peer-reviewed. The peer-review was conducted on the basis of the abstract.
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Figure 1. Datasets used for visual accuracy tests

Number of images Stitching
Architectural element 33 2
Civil building (A) 65 6
Civil building (B) 47 7

Table 1. Datasets used for visual accuracy tests

Sopacaen

Figure 2: The photographic sequence needed for the
acquisition of an architectural element.

Figure 3:123D Catch civil building (A) in Palermo

— BIEER XY RN

Figure 4: 123D Catch civil building in Palermo

In case of change of lens or camera gear, or usedefangle,

or use images downloaded from the w€lbtcHs algorithm is
not able to process the mesh because it does cagrize the
homologous points. Photos dataset have to follow th
parameters shown in the previous section. The amofin
pictures to take is relative to the object to becpssed and the
amount of detail to provideCatch allows to choose an output
quality for mesh. There are three choices:rtubile one which

is fast, suitable for viewing on mobile devices standardone
-which is the recommended one from Catch- with high
resolution textured mesh and it is the best ferwisualization
on the desktop; thmaximumone which is a very high density
mesh, suitable for manipulating in external appiass.
However, the resolution quality carried out frone #tandard
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output quality mesh is very approximate if compaveath the
maximunone.

3. METRIC ACCURACY

As stated in the introduction, our methodologicapr@ach is
focused on testin23D Catchon different architectural objects
to verify its reliability and give tgractitionerssome milestone
on which to build. Thus, our chosen case studies dpom
architectural detail to large scale architecturer testing we
chose an architectural detail and the facade ofcthech San
Nicola I'Arena in Catania and the Auteri Chapel in&Déd.

For metric comparison we used both reliable disegtveys and
point clouds carried out bYOF (Time of Flight) laser scanner
3000 HDS by Leica Geostystesh Laboratory of Architectural
Photogrammetry and Survey “Luigi Andreozzi” (Unisity of
Catania).

Figure 5: Datasets used for metric accuracy tests

3D model made i123D Catchhas been exported in obj format.
Metric comparison has been carried outMeshlab, able to
scale, align and process both point clouds and esesh

The alignment has been carried glieing andscaling Catch
mesh on laser mesh using ICP algorithm. Alignmentaues
between two meshes have been verified applyagisdorff
distancefilter and visualized throughertex qualityfilter. The
achievements are shown in a red-green-blue scalerewred
means good and blue means bad. Furthermore, wedcatrt a
series of vertical and horizontal cross-sectionghentwo aligned
meshes iNJRC Reconstructoenvironment to quantify/visualize
better the gaps between the two meshes.

Dealing with Auteri Chapel the comparison has beened out
in CAD environment overlapping the cross-sectiora@é in
JRC Reconstructor on CAD drawings.

3.1 Entire architectural object

In this section, we will ge123D Catch3D model of an entire
architectural object. The third strong conditionstjtreated on
section 2.2, has reduced our choice on architddbwibding. It
was really difficult to find a building isolateddim the context
and proportionate to the road so that it could betpgraphed
entirely. We tested Catch on a little chapel in CataAuteri
Chapel. We chose this architectural building for sisple
cylindrical shape.

Entire architectural object Auteri Chapel

Dimension of the object 4,20x5,14 m
Number of images 40
Resolution 4 Mpixel

123D Catchmesh 590,869 triangles

306,001 vertices

Table 2.Auteri Chapelataset

This contribution has been peer-reviewed. The peer-review was conducted on the basis of the abstract.

In Table 2 you get all information you need abouiteki
Chapel dataset: dimension of the object, mesh guatitmber
of vertices and triangles (faces).

123D Catch3D model visual accuracy igery goodapart from
the covering (this problem is because we couldaketpicture
of it). Figure 6 shows the excellent sharpness ydihdrical
surface both of the building and of niches and mwis.

Figure 6:Auteri Chapel 123D Catcmodel, on the right smooth
visualization

As previously verified, 123D Catch 3D reconstruction
encountered some problems for the lacking of caoitigs of
images in dataset, due obstacles. For metric acguest we
used horizontal and vertical cross sections congpawéh
Ground Control Points (GCP) carried out by a reliadilect
survey . Thereforel23D Catchmodel was scaled and referred
for overlapping to direct survey drawings. Figuresfows
metric accuracy evaluation considering two sigaific
horizontal cross-sections: one at 0.75 and theroit&0 m.
Except for the areas where 3D reconstruction is not
geometrically exact, the gaps are about of 0.0lhyst
confirming what previously tested.

Figure 7:Auteri Chapeteconstruction error evaluation on
horizontal profiles: yellow 123D Catch model, re@®Ssurvey

3.2 Large scale architecture

3.2.1 Part of the lateral entrance We chose a part of the
lateral entrance of the church of San Nicola I'Axém Catania.
Table 3 summarizes all the information about dirmns
resolution, images number and information on tleshhquality
in terms of number of vertices and triangles (fac&he shots
have been carried out byGoolpix L22 The dataset includes 20
images and its visual appearance is very good.

We observe tha123D Catchmodel is more detailed than point
cloud one. The outcomes of the comparison denoteigngood
overlap. The average error is 0.0125m. Furthermboth the
horizontal and vertical cross sections carriedvatlt a step of 0.05
m reveal arery goodquality of123D Catchmodel (figure 10).
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accuracy of 3D reconstructiohlence, we got two datasets with
74 and 136 photos. Here we report the results of 136 photos

dataset. Otherwise in (Santagati, Inzerillo, 20d8)verified an
error of 0.10 on the model carried out by 74 phatataset.
Table 4 reveals all resolution, dimension of thgeot) images
number information. Duringatch processing it was necessary
to stitch manually 50 images to sketch in 86 autaaby
processed.
Because of terrestrial laser scanner mesh heaviwessarried

o out a light mesh iRIRC Reconstructompreserving all sharpen

i
\
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Figure 8:Part of the lateral entrance123D Catamodel

Architectural element Part of lateral entrance

Dimension of the object 8x12 m
Number of images 21
Resolution 8,5 Mpixel

123D Catchmesh 1,768,595 triangles
886,705 vertices
169,363 vertices

0.0125 m

Laser scan point cloud
Average error

Table 3.Part of lateral entrancelataset

28 0@ s OCEEE

Figure 9:Part of the lateral entrancmesh alignment error
visual evaluation histogram: blue (good) red (bad)

edges. Then we got meshes alignment. Whereaspithgatison
has been carried out with original point cloud mesh

Large Scale Architecture San Nicola
Dimension of the object 47x25 m
Number of images 136

Resolution 8.5 Mpixel

123D Catchmesh

2,481,252 triangles
1,261,619 verticeg

Laser scan point cloud

2,801,344 vertiges

Average error

0.014

Table 4.San Nicoladataset

Figure 11:San Nicolafacadel23D Catchmodel

The comparison outcomes revealvary goodoverlap. The

Figure 10:Part of the lateral entrancmesh alignment
evaluation error through horizontal cross sections

3.2.2 Facade To get the large scale architectural building
test, we chose the monumental facade of the chafcBan
Nicola I'Arena in Catania of 47x25m. The shots have been
carried out by aCoolpix L22. Table 4 denotes all the
information regarding dataset dimension, resolutiod images
number.

Dealing with a large scale architecture, we vetifiow and if

the images number affected bottsual accuracy and metric

average error is 0.03 m. In the vertex quality esibn some of
the blue zone are in correspondence of lackingénldaser scan
mesh. Hence, if we consider that used terrestaserl scanner
has an accuracy of 0.006, we still assert that avgelscale
architecture we gefjood outcomes. Nevertheless, practitioner
should attention all the erroneous reconstructamied out by
Catch. Furthermore, both horizontal and verticaksrsections,
carried out with a step of 0.50 m, dend®@3D Catchmodel
quality.

Cane 0 EE c QS s L

Figure 12:San Nicolafagade mesh alignment error
evaluation histogram: red (good) blue (bad)
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4. CONCLUSIONS AND FUTURE WORKS

We described the overall design of image-basecdhstnaction
algorithms, and evaluated a number of 3D reconstmic
models. We can conclude ths23D Catchis anexcellenttool
for Image Based Modeling. However, to give a rekabl
overview, we have notedCatch tips, advantages and
disadvantages.
Suggestions
! Metric accuracy was significantly affected by memgimality.
i) Therefore, we must apply the two parameters thatrabmesh
quality, namely: resolution of dataset and numbemmges.
Figure 13:San Nicolafagade mesh alignment error evaluation The number of pictures must be appropriately setect
through horizontal cross sections depending on size and level of detail and accordiag
parameters that regulate photogrammetry. For lasgale
3.2.3 Input Image Resolution: The last test we carried out Architectures is better produce your photo datassttarge as
deals with the incidence of image resolution onrimetccuracy.  possible to ensure a metric accuracy of a few oenérs.
We worked onSan Nicoladatasets considering four different Advantages

swuana 3OO

datasets accordingly with images number and rdealuas «  Low processing times;
shown in Table 5. «  Processing on cloud;
. e Metric accuracy for statues, work of arts,
San Nicola archeological and architectural details/elements
_ 136 photos applications is of the order of mm.
1050x1400 pixel | 502,389 faces 251,94%ces ¢ Metric accuracy for medium scale architectural
2550x3400 pixel | 2,577,777 faces  1,294,52foas| buildings applications is of the order of 1-2 cm
) . *  Metric accuracy for large scale architectural binijs
Table 5. Datasets for image resolution tests applications is of the order of 1-2 cm
. . . . . e In order to obtain processing reliable according to
Since in the previous section we demonstrated dbatity of metric accuracy, it is necessary to use camerds wit
mesh affects the accuracy of metric model, it seemuficient resolution between 6-12 Mpixel. Therefore, it is
to perform just only a visual comparative analysis. possible to use non professional cameras without
The comparisons were madeNteshlabvisualizing the meshes specific lens.
both in textured and in smooth mode. All those advantages cut down the costs not onljeims of
The presence oholes has bee_n considered of .S?C(’ndaryrequired equipment but also in terms of hours/man,
importance compared to the quality of mesh’s grapletail. hours/machine you have to consider when you staBDa
In f_|g_ure _14 .are clearly visible some common 3Dorestruction digitalization project. As a matter of fact, whesuymanage to
deficiencies: holes and lack of sharpness. _plan a laser scanner project, all those ratiostifery weightily
The latter is more important to carry out a higbual and metric 5, the intervention.
mesh accuracy. Disadvantages:

123D Catchmanages leaner, faster and reliable a photosalatas
not so much wide. On the other side a wide rangphaitos
dataset guarantees more resolution, sharpness emaety
accuracy, especially in details.

123D Catchtends to close automatically mesh holes without]-his latt
considering the actual geometry of the object. fliability of
the holes closed automatically Byatchis not acceptable.

We can conclude that it is preferable to give atpliataset with
high resolutionimages.

*  Photos dataset must be structured.

e The building or the object to capture should be #ino
its entireness123D Catchis not able to manage the
overlapping between two frames in height.

er conditionstrongly limits the use of this tools in
several architectural applications. Almost of tirpey are not in
the optimal condition to capture a good photo d#tas
Practitioner needs to have as much as possiblemaf®n on
the entire architectural building, to carry out iaontal and
vertical cross-sections, elevations, etc, for itofgssional
activity.

Since our study is addressed to verd®3D Catch giving a
guide to practitioner to use such a powerful lowgtawol, we
can assume thaeven though visual and metric accuracy are
excellent, nevertheless, the need to capture tlidibhg in its
entireness, considerably reduces the possible sagkes, and
then, a full use by practitioner

Otherwise, it's arexcellenttools for other application fields such
as: researcher investigations; archeological syurveyseums
visual art collections survey; architectural eletsesurvey.

123D Catchvisual and metric accuracy and reliability testorg

. . . ___both the small and on a large scale was a crititgh, so far
Figure 14: San Nicolal36 dataset — on the left High ReSOIUt'onlacking in literature d e

photos 3D model, on the right Low Resolution ph@&bsmodel
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The achieved outcomes are promising. Neverthelasmying Lo Brutto M., Meli, P., 2012. Computer vision toolsr f3d
some issues, that still remain open, we suggest: modelling in archaeologynternational Journal of Heritage in
«  Comparison on the same datasets with other availabtbe Digital Era Volume 1, Supplement , pp 1-6
SfM tools both on line and desktop; o )
+  Possibility of integrating different SfM packages; Manferdini, AM, Galassi, M., (2013)Assessments for 3d
« Data mining of all professional-technical reconstructlons of cultu_ral heritage using digiteEdchnologies
representation such as orthophotos, profiles, etc; The _Internatlonal_ Archives _of th_e Photogrammetryenigte
. Possibility of use this tool for integrating lackifin Sensing and Spatial Information Sciences, XL-5/il167-174.

laser scan point clouds without losing metric aacyr Nguyen, H.M., (et al.), 201D Models from the Black Box:

Investigating the Current State of Image-Based Model
Proceedings of the 20th International Conferenc€omputer
Graphics, Visualization and Computer Vision (WSCG 201
Pilsen, Czech Republic, June 25-28, 2012
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