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ABSTRACT: 

 

Land cover classification is one of the most significant applications in remote sensing. Compared to optical sensing technologies, 

synthetic aperture radar (SAR) can penetrate through clouds and have all-weather capabilities. Therefore, land cover classification 

for SAR image is important in remote sensing. The subspace method is a novel method for the SAR data, which reduces data 

dimensionality by incorporating feature extraction into the classification process. This paper uses the averaged learning subspace 

method (ALSM) method that can be applied to the fully polarimetric SAR image for classification. The ALSM algorithm integrates 

three-component decomposition, eigenvalue/eigenvector decomposition and textural features derived from the gray-level co-

occurrence matrix (GLCM). The study site, locates in the Dingxing county, in Hebei Province, China. We compare the subspace 

method with the traditional supervised Wishart classification. By conducting experiments on the fully polarimetric Radarsat-2 image, 

we conclude the proposed method yield higher classification accuracy. Therefore, the ALSM classification method is a feasible and 

alternative method for SAR image. 

 

 

 

                                                                 

 

 

1. INTRODUCTION 

Land cover classification is one of the most significant 

applications in remote sensing. Remote sensing data obtained 

from different optical sensors have been commonly used to 

characterize and quantify land cover information (Saatchi, 1997 

and Roberts, 2003). Compared to optical sensing technologies, 

synthetic aperture radar (SAR) is an effective tool for crop 

monitoring for its capability to penetrate through clouds and to 

operate in all-weather conditions. Therefore, land cover 

classification for SAR images is important in remote sensing. 

Various approaches have been used to examine 

polarimetric SAR data for land cover classification during the 

past years, such as an entropy based classification (Cloude, 

1997), a complex Wishart distribution based classification (Lee, 

1994), the support vector machine (SVM) classification (Chen, 

2008), subspace pattern recognition method (Watanabe, 1967) 

and other approaches. 

The subspace methods have been used to solve remote sensing 

image classification problems and have shown potential for 

efficient classification of high-dimensional remote sensing data 

(Bagan, 2008). Subspace methods have become popular both 

for dimensionality reduction and for building classifiers. The 

basic subspace method is the class-featuring information 

compression (CLAFIC) (Watanabe, 1967), whose drawback is 

the subspaces of different classes don't depend on each other. 

The averaged learning subspace method (ALSM) (Oja, 1983) 

can overcome this problem and can generate the optimal 

subspace for each class.  

         The objective of this paper is to integrate the subspace 

method, linear polarimetric intensity, polarimetric target 

decompositions and textural features to improve classification 

accuracy. A comparison is performed between the subspace 

method and the traditional supervised Wishart method on the 

classification of the RadarSat-2 image. 

The paper is organized as follows: Section 2 introduces the 

study site and the data.  The methodology is described in 

Section 3. Then, the experimental results and the conclusion are 

drawn. 

 

2. THE STUDY SITE AND DATA SET 

 

2.1 The Study Site 

The study site (figure 1) belongs to the North China plain, 

which is located in Dingxing, Hebei province of northern China 

(39°01′-39°18′N， 115°35′-115°54′E), with a 

total area of 717 square kilometers. The area is flat and is 13-43 

meters above sea level. The climate of this region is temperate 

semi-arid monsoon. The average annual temperature is 11.7 ℃ 

and the average annual rainfall is about 500 mm, mainly 

concentrated in the June-August.  

 

2.2 Experiment Data 

The images of the fine quad-polarimetric RADARSAT-2 (figure 

2), acquired on 14 April 2013 (the jointing stage), is utilized in 

the experiment. The pixel spacing of the image is 4.7 × 5.1 

meters, and incidence angle is from 44.4°-45.7°. Land cover 

classes in this study area are summarized into four categories: 

water, peanut, building and farmland. Lots of samples are 

collected for each category and divide them into two groups, i.e. 

training and validation respectively. 
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Figure 1. The location of the test site 

 
Figure 2. The PauliRGB image of the study site 

 

 

 

3. METHODOLOGY 

3.1 The subspace method 

The subspace method is a statistical method, it is based on the 

assumption that the data within each class approximately lie on 

a lower-dimensional subspace, which tends to be more easily 

interpretable. It can reduce data dimensionality by incorporating 

feature extraction into the classification process. Several 

different subspace methods have been developed. The basic 

subspace method is the CLAFIC, whose procedure is as follow: 

A subspace jL of class j is represented by a matrix 

jU formed of vectors 1 , ,
jj l ju u . Any vector x  of the 

pattern space 
dR  can then represent as a sum of two vectors, 

with one belonging to the subspace the other orthogonal to it,  
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The length ˆ
i  of can be used as the discriminant function, 

giving the classification rule for c classes:  
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where the weighting factor  1=ij ij j



   . As the basis 

vectors iju , the first eigenvectors of the class j correlation 

matrix ˆ
jR are normally used, corresponding to the largest 

eigenvalues 1 jj l j , , in decreasing magnitude. The 

correlation matrix can be estimated from the training set of 

class j .  

The drawback of the CLAFIC is the subspaces of different 

classes don't depend on each other. The ALSM, which is an 

error-driven method, can overcome this problem and can 

generate the optimal subspace for each class. It changes the 

subspace by modifying the correlation matrices: 
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where  and  are learning parameters. jA indicates vectors 

which belong to class j but are erroneously classified to some 

other class, j  indicates vectors which are classified to class 

j  but belong to some other class.  

 

3.2 Features derived from the SAR data 

3.2.1 H/A/   decomposition 

This decomposition method relies on an eigenvalue analysis of 

the coherency matrix T. Applying eigenvalue analysis, the mean 

scattering angel , the entropy H , and the anisotropy A are 

defined as: 
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i ( i =1, 2, 3) are the eigenvalues. 

 

3.2.2 Freeman-Durden Decomposition 

The Freeman-Durden decomposition models (Freeman, 1998) 

the covariance matrix as the contribution of three different 

scattering mechanisms: surface or single-bounce scattering, 

double-bounce scattering, and volume scattering: 
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The contribution on the dominance in scattering powers of sP , 

dP  and vP , corresponding to surface, double bounce, and 

volume scattering can be estimated as follows: 
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3.2.3 The GLCM texture 
The GLCM takes into account the specific position of a pixel 

relative to another. The four features, extracted from the GLCM, 

are energy, entropy, contrast and homogeneity. 
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where 
ijP  is element i, j of the normalized symmetrical GLCM, 

N is the number of gray levels in the image. 

 

4. EXPERIMENTAL RESULTS 

 

The main procedure of the proposed classification algorithm is 

summarized as follow: 

1. Filter the image with the J.S. Lee Sigma filtering (Lee, 2009) 

to reduce speckle noise in the beginning. 

2. Deduce the polarimetric features from the RADARSAT-2 

SAR images and form a multichannel image. 

3. Normalize each pixel to avoid the overflow problem. 

4. Generate the subspaces learning and class subspace learning. 

5. Analyze and evaluation the result. 

A comparison between the proposed method and the 

Wishart supervised classification is made to evaluate the 

performance of both methods for land cover classification. The 

classification map of the proposed method is shown in Fig.2 

and the accuracy statistics of these two methods are provided in 

Table 1 and 2, respectively. Obviously, the overall accuracy of 

the proposed method is 88.39%, which is higher than that of the 

Wishart supervised classification, which is 76.70%. The kappa 

coefficient of the proposed method is 0.85, whereas that of the 

Wishart supervised classification is 0.69. 

 

5. CONCLUSION 

In this study, we proposed the classification for the fully 

PolSAR image, which combines ALSM, three-component 

decomposition, eigenvalue/eigenvector decomposition and 

textural features. The supervised Wishart classification was also 

conducted. Experimental results validate the feasibility and 

accuracy of the proposed method for land cover classification. 
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Table 2. Classification Accuracy of the Proposed Method  

 
 

 

Table 3. Classification Accuracy of the Wishart Supervised 

Classification 
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Figure 3. Classification result: (a) proposed method, (b) 

supervised Wishart classifier 
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