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ABSTRACT: 

 

With light detection and ranging (LiDAR) now being a crucial tool for engineering products and on the fly  spatial analysis, it is 

necessary for the user community to have standardized calibration methods. The three methods in this study were developed and proven 

by the Digital Photogrammetry Research Group (DPRG) for airborne LiDAR systems and are as follows; Simplified, Quasi-Rigorous, 
and Rigorous. In lieu of using expensive control surfaces for calibration, these methods compare overlapping LiDAR strips to estimate 

the systematic errors. These systematic errors are quantified by these methods and include the lever arm biases, boresight biases, range 

bias and scan angle scale bias. These three methods comprehensively represent all of the possible flight configurations and data 

availability and this paper will test the limits of the method with the most assumptions, the simplified calibration, by using data that 
violates the assumptions it’ s math model is based on and compares the results to the quasi-rigorous and rigorous techniques. The 

overarching goal is to provide a LiDAR system calibration that does not require raw measurements which can be carried out with 

minimal control and flight lines to reduce costs.  This testing is unique because the terrain used for calibration does not contain gable 

roofs, all other LiDAR system calibration testing and development has been done with terrain containing features with high geometric 

integrity such as gable roofs.  
 

 

1. INTRODUCTION 

1.1. Calibration and Quality Control 

System calibration is considered to be one of the activities of 

quality assurance (QA), and the purpose is to estimate the 

systematic errors which describe any physical deviation from 
the system’s theoretical model. The LiDAR system is 

composed of the laser unit, a global navigation satellite system 

(GNSS) unit, and an inertial navigation system (INS). Often 

times LiDAR system calibration is done by the data provider 
and is considered a trade secret, while quality control (QC), is 

traditionally done by the end user and is done in order to prove 

the completeness and correctness of the LiDAR product (Bang 

et al., 2010). For LiDAR, calibration and QC are not 

independent processes; QC can be used to improve the system 
calibration parameters and can be done in several different 

ways depending on the type of data and its availability.  

 

Often times QC entails the use of control surfaces. Since 
control is expensive and time consuming to obtain, the three 

methods here are developed by comparing overlapping strips. 

The overlapping strips behave significantly different fro m 

each other when systematic errors (SE) and random errors 
(RE) are present and these errors are exposed by subtracting 

the strips and observing differences that are above the noise 

level of the data. Comparing strips has been proven to be 

substantial for QC when the flight configuration is optimized 
to magnify and decouple the systematic errors that are inherent 

in multi-sensor LiDAR systems (Bang et al., 2010). The 

geometric configuration of the three sensors, GNSS, INS, and 

laser, are known but contain small yet significant biases that 

introduce error and affect the overall accuracy of the resulting 
point cloud. This configuration will be covered in  section 3 

along with additional background information.  

 

1.2. Conceptual Basis of  Calibration Methods 

The three methods primarily differ based on the input data’s 

assumptions, and also require varying levels of information 
regarding the LiDAR system measurements. The simplified 

calibration requires the most assumptions on the data and the 

least amount of input information, while the Rigorous has the 

least amount of assumptions yet requires the most information 

(Kersting, 2011). The background information for 
understanding these calibration methods are presented in 

section 3, derivations of the methods will be covered in section 

4, and the implementation and experimental results will be 

covered in sections 5 and 6 respectfully.  
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2. BACKGROUND 

2.1. LiDAR Math Model 

The LiDAR point positioning math model is a summation of 

three vectors and is a function of the position, orientation, and 

measurements from each unit in the system.  

 

 

    𝑟1
𝑚 = 𝑟𝑏

𝑚 (𝑡)+ 𝑅𝑏
𝑚(𝑡)𝑟𝑙𝑢

𝑏

+ 𝑅𝑏
𝑚(𝑡)𝑅𝑙𝑢

𝑏 𝑅𝑙𝑏
𝑙𝑢(𝑡)𝑟1

𝑙𝑏 (𝑡) 

(1) 

 
The four coordinate systems are the mapping frame, IMU body 

frame, laser unit frame, and laser beam frame as seen in Figure 

1. A ground coordinate is reconstructed by applying the 

appropriate rotations coming from the platform attitude, laser 
beam directions, and boresight  angles (Vaughn et al., 1996). 

The resulting coordinate is considered the true coordinate; this 

equation does not include the biases of the system parameters. 

All derivations are based off of this point positioning equation, 
represented here as  𝑟1

𝑚 , indicating the point I is in the mapping 

frame. The derivations to follow in section 4 will represent  𝑟1
𝑚   

as  𝑋⃗⃗  ⃗ for simplicity.  
 

2.2. LiDAR Error Sources and their Impact 

Systematic and random errors are inherent in any measuring 

unit and more so with a system of several units that require 

precise alignment. The systematic errors of the LiDAR system 
have intuitive effects on the reconstructed object space 

coordinates and are shown in the Table 1.  

 

The biases are listed in the first column and the impacts that 

each one has on the X, Y, and Z coordinates are found by 
taking the derivative of the LiDAR point positioning equation 

with respect to system parameters and multiplying by the 

biases of the system parameters (Habib et al., 2009). The 

biases include the three lever-arm components, three boresight 

angles, bias in the range, and bias of the scan angle scale. The 

range bias and the bias in scan angle scale correspond to 

measurements while the remaining biases correspond to 
system parameters. Boresight biases affect planimetric 

coordinates more than the vertical coordinate, and the range 

bias mainly affects the vertical coordinate. The boresight 

biases are of the most concern in calibration as they are the 
most unstable and have the largest possible effects on the 

quality of the point cloud. The Z component of the lever-arm 

is usually very good, but it is coupled with the bias in the range 

measurement. The Quasi-rigorous and Rigorous methods are 

able to determine the bias in the range measurement because it 
can only be determined through the use of external control and 

the simplified method does not allow the use of control (Habib 

et al., 2010). 

 

 
 

Table 1: Effects of Biases on Each Component of the 
Reconstructed Coordinate 

 

 

2.3.  Optimal Flight & Control Conf iguration 

The geometry of the collection is the most crucial part of these 

processes. The devised optimal configuration decouples 

Figure 1: The LiDAR System Coordinate Frames and Associated Vectors 
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certain biases and magnifies others so that estimation of the 

biases is possible. There must be two pairs of flight strips 

going in the opposite directions, each at significantly different 
flying heights, and one pair of flight strips going in the same 

direction with a large lateral distance between them as seen in 

Figure 2 below (Bang et al., 2010). 

 
The effect that the heading boresight angle bias has on the 

object space coordinates is detectable with the pair going in the 

same direction. It is also necessary that this set has a 

significantly large lateral distance in order to magnify the 

effect of the bias in the heading boresight angle. The bias in 

the leverarn along the flight directions  and the bias in the 

boresight pitch angle are highly correlated and must be 

decoupled by using two flying heights (Habib et al., 2010). 
These can be decoupled because the effect that the boresight 

pitch angle bias has on the reconstructed coordinates is 

dependent on the flying height while the other is not.  

 

2.4. QC Measures & ICPATCH 

LiDAR data is irregular, it is not guaranteed that the same 
exact point will occur in overlapping scans as in 

photogrammetry where its positioning/reconstruction equation 

is based on redundancy. With irregular 3d data, corresponding 

points and their similarity measures are not as straight forward 

as other data such as photogrammetry where distinct point can 
be measured. Since point to point correspondences do not 

exist, conjugate features are heuristically approached. 

 

Throughout the many tests on primitives, conjugate features , 
and their similarity measures, the most recommended  

correspondence for LiDAR point cloud analysis is between 

discrete points in one scan and triangular irregular netwo rks 

(TIN) in the other scan (Maas, 2002). In this study ICPatch is 

used with these correspondence and it outputs discrepancies 

between the two point clouds via optimizing the 3D rigid body 
transformation between correspondences, which is point to 

patch as seen below (Kersting, 2011). 

 

Several other studies have been done on using features that are 
already in the scene as geometric constraints, such as extracted 

lines from gable roofs (Vosselman, 2002) or planes (Pfeifer , 

2005). ICPatch is preferred here because is based on the 

original, irregular points as input versus using lines and planes 

that require preprocessing on the data to locate within the point 

cloud. Also, planar and linear features are not always available 

for natural scenes.  

 
Figure 3: ICPatch procedure 

 

3. METHODOLOGY 

3.1. Calibration Assumptions & Data Requirements 

The three calibration methods are based on the LiDAR math 

model discussed in section 3 together with the ICPatch 

discussed in section 3. The simplified requires the most 
assumptions on the data such as having been collected in 

parallel flight lines, the boresight angles must be small, the 

terrain height must be relatively flat with respect to flying 

Figure 2: Optimal Flight and Control Configuration 
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height, each pair’ s two strips must be captured at the same 

height, and must be collected with a linear, vertical scanner. 

The Quasi-Rigorous has the same assumptions except it does 
not require parallel fight lines and there are no restrictions on 

the terrain height and flying height. The rigorous calibration 

method has no assumptions on the data or the terrain. As for 

the data requirements, the simplified method only requires the 
point cloud coordinates, the quasi-rigorous requires the time 

tagged trajectory and time tagged coordinates, and the rigorous 

requires all of the raw measurements, which entails the GNSS, 

INS and laser components unprocessed data (Kersting, 2011). 

 

3.2. Models 

As discussed in section 3, the LiDAR coordinates are 

formulated as a function of measurements,  𝑙 ,  and system 

parameters, 𝑥 , as seen in equation 2. Adding biases, 𝛿𝑥 , to the 

system parameters will give the biased coordinate shown in 

equation 3. This equation is nonlinear and can be linearized 

through the Taylor series expansion and excluding all higher 

order term, the reduced form can be seen in equation 4. 
 

𝑋 𝑇𝑟𝑢𝑒= 𝑓(𝑥 , 𝑙 ) (2) 

𝑋 𝐵𝑖𝑎𝑠𝑒𝑑 = 𝑓(𝑥 + 𝛿𝑥 , 𝑙 ) (3) 

𝑋 𝐵𝑖𝑎𝑠𝑒𝑑 ≈ 𝑓(𝑥 , 𝑙 ) +
𝜕𝑓

𝜕𝑥 
𝛿𝑥 = 𝑋 𝑇𝑟𝑢𝑒+

𝜕𝑓

𝜕𝑥 
 𝛿𝑥  

(4) 

 

The difference of the true coordinate and the biased results in 

the effect the biases have on the reconstructed coordinates as 

seen in equation 5 below. 

𝑋 𝐵𝑖𝑎𝑠𝑒𝑑 − 𝑋 𝑇𝑟𝑢𝑒=
𝜕𝑓

𝜕𝑥 
𝛿𝑥  (5) 

 

3.3. Simplif ied Calibration Derivation 

The simplified calibration assumptions reduce the point 

positioning equation 1, to equation 6 below. Equation 1 is in 
compact form and the expanded matrix form is shown here to 

specifically display how the assumptions simplify the point 

positioning equation.  

 

𝑋 𝑡𝑟𝑢𝑒

≈ [
𝑋
𝑌
𝑍

] + [
±Δ𝑋
±Δ𝑌
Δ𝑍

]

+ [
±1 ∓Δ𝜅 ±Δ𝜑

±Δκ ±1 ∓Δ𝜔
−Δφ Δ𝜔 1

] [
−(𝜌 + Δ𝜌) sin(𝑆𝛽)

0
−(𝜌 + Δ𝜌) cos(𝑆𝛽)

]

= [
𝑋
𝑌
𝑍

] + [
±Δ𝑋
±Δ𝑌
Δ𝑍

]+ [
±1 ∓Δ𝜅 ±Δ𝜑

±Δκ ±1 ∓Δ𝜔
−Δφ Δ𝜔 1

] [
𝑥
0

−𝐻

] 

(6) 

 

The impact of the biases are found by taking the derivative of 

the point positioning equation with respect to the system 

parameters and multiplying by the biases the result can be seen 

in equation 8. Equation 9, the difference of the biased 
coordinates is the final math model for the simplified 

calibration. 

 

𝜕𝑓

𝜕𝑥 
𝛿𝑥 ≈ [

±𝛿𝛥𝑋 ∓ 𝐻𝛿𝛥𝜑 ∓ sin(𝑆𝛽) 𝛿𝛥𝜌 ∓ 𝐻𝛽𝛿𝑆
± 𝛿𝛥𝑌 ± 𝐻𝛿𝛥𝜔 ± 𝑥𝛿𝛥𝜅

𝛿𝛥𝑍 − 𝑥𝛿𝛥𝜑 − cos(𝑆𝛽) 𝛿𝛥𝜌 − 𝑥𝛽𝛿𝑆

] (8) 

 

𝑋 𝐵𝑖𝑎𝑠𝑒𝑑 − 𝑋 𝐵𝑖𝑎𝑠𝑒𝑑 =
𝜕𝑓

𝜕𝑥 
 𝛿𝑥 −

𝜕𝑓

𝜕𝑥 
 𝛿𝑥   (9) 

 

The key to the simplified calibration solution is that equation 

9 is reconfigured to represent a rigid body transformation. The 
transformation parameters are a linear combination of the 

biases and once they are found via ICPatch the biases are 

estimated with Least Squares.   

 

3.4. Quasi-Rigorous Calibration Derivation 

The quasi-rigorous calibration assumptions reduces equation 1 
to equation 10 below. The compact form is expanded to full 

matrix form to specifically show how the assumptions simplify 

the point positioning equation.  

 

𝑋 𝑇𝑟𝑢𝑒

≈ [
𝑋
𝑌
𝑍

]

+ [
cos(𝑦𝑎𝑤) −sin(𝑦𝑎𝑤) 0

sin(𝑦𝑎𝑤) cos(𝑦𝑎𝑤) 0
0 0 1

] ([
ΔX
ΔY
ΔZ

]

+ [
1 −Δκ Δφ

Δκ 1 −Δω
−Δφ Δω 1

] [
−(𝜌 + Δ𝜌) sin (𝑆𝛽)

0
−(𝜌 + Δ𝜌)cos  (𝑆𝛽)

])

= [
𝑋
𝑌
𝑍

]

+ [
cos(𝑦𝑎𝑤) −sin(𝑦𝑎𝑤) 0

sin(𝑦𝑎𝑤) cos(𝑦𝑎𝑤) 0
0 0 1

] ([
ΔX
ΔY
ΔZ

]

+ [
1 −Δκ Δφ

Δκ 1 −Δω
−Δφ Δω 1

] [
𝑥
0
𝑧

]) 

(10) 

 

The impact of the biases are found by taking the derivative of 
the point positioning equation with respect to the system 

parameters and multiplying by the biases just as we did in the 

simplified method. The difference of the coordinates of the 

conjugate points is again the basis for the solution and that is 
simplified to be the difference of the impacts of the biases on 

strip A and strip B as seen in equation 9 above. The final quasi-

rigorous calibration math model does not turn out to be 

representative of a 4 parameter transformation as in the 

simplified. Instead of a linear estimation of the biases , the 
biases are estimated iteratively on equation 9 until some 

convergence criteria is reached.  

 

3.5. Rigorous Calibration Derivation 

There are no assumptions for the rigorous calibration, as such 

its point positioning equation is equation 1. Since the rigorous 
calibration is suitable when all raw measurements are 

available, the math model is based on the equation for the true 

coordinate. It does not estimate the biases to the system 

parameters, but it estimates the correction to the approximate 

values of the unknown parameters. Equation 5 from above is 
rewritten to be equation 11. The difference of the true 
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coordinates is simplified into equation 12 below  and the 

rigorous calibration solution iterates on a collection of these 

equations to report the correction.    
 

𝑋 𝑇𝑟𝑢𝑒 = 𝑋 𝐵𝑖𝑎𝑠𝑒𝑑 − 
𝜕𝑓

𝜕𝑥 
𝛿𝑥  (11) 

𝑋 𝑇𝑟𝑢𝑒− 𝑋 𝑇𝑟𝑢𝑒 = −[
𝜕𝑓

𝜕𝑥 
 𝛿𝑥 −

𝜕𝑓

𝜕𝑥 
 𝛿𝑥  ] (12) 

 

4. IMPLEMENTATION 

The data used in this experiment was simulated by a program 

that emulates an airborne LiDAR system flying along the 

specified trajectory collecting data according to the input 
specifications for a certain amount of time.  All possible 

configurations are allowed in the simulator.  Using a digital 

elevation model (DEM) as a reference surface, the simulator 

determines the firing point of the laser unit and extends that 

ray until it intersects the DEM to calculate one point at a time. 
All the components of the LiDAR point positioning equation 

are entailed in the calculation. In addition to the starting point, 

system parameter values, and the internal LiDAR unit 

specifications, the simulation program allows for noise 

specifications of the measured values as input data. In this 
experiment we used the LiDAR specifications detailed in table 

2, a DEM with terrain varying from 0-100 m as seen in Figure 

4, and incorporated noise with magnitudes seen in table 3.   As 

mentioned previously the terrain used for this testing does not 
contain gable roofs or any other distinct features  as seen in 

Figure 3. 

 

LiDAR Specifications 

Pulse Rate (pulses/s) 3.00e-05 

Scan Rate (scans/s) 0.025 

Laser Angle (°) 30 

Table 2: LiDAR Specification Used in these Experiments 

 

 
Figure 4: Portion of DEM used in these Experiments 

 

Noise 

GPS – X, Y, Z (m) 0.05, 0.05, 0.10 

INS - 𝜔,𝜑,𝜅  (") 9, 9, 18 

Mirror Angle Encoder (") 3 

Range (m) 0.02 

Table 3: Noise of Measurements in these Experiments 

 

5. EXPERIMENTAL RESULTS 

The simplified calibration is derived with various assumptions, 
as described above. Some are more realistic in a real world 

scenario and one that may often be violated is the parallel flight 

lines assumption. It states that two strips that are being 

compared, in this case strip A and strip B, should be parallel to 

each other in order for the data to comply well with the derived 

math model and successfully carry out the calibration. The 

flight lines for all six flights will be deviated from each other 

first with ten degrees, then twenty degrees, and finally thirty 
degrees. The results from the simplified calibration will be 

compared to that of the quasi-rigorous and rigorous methods 

that do not require parallel flight lines.  

 
Figure 5 is a bird’s eye view of the flight lines. Each of the six 

flight lines is deviated by fifteen degrees, pair 3’s flight lines 

are on the outer edges while pair 1 and 2’s deviated flight lines 

are overlapping each other and are shown in the middle.  

 

 
Figure 5: Flight Line Deviation of 30° 

 

Tables 4, 5, and 6 display the results of the three consecutive 

deviations of ten, twenty, and thirty degrees. It is easy to see 

that the deviation does not significantly affect the estimated 
biases from the simplified calibration. The lever-arm 

components are consistently estimated at or near their 

simulated values, the X component of the thirty degree 

deviation shows the largest breach from the simulated bias but 

it is still within the noise level of the data. The boresight 
system parameter biases are also estimated within the noise for 

all three deviations. The heading boresight bias has the most 

fluctuation of them all; this is because that parameter is more  

sensitive to changes. It is not due to a theoretical reason. The 
bias that deviates the most from its simulated value is the scan 

angle scale factor. In the ten degree deviation  it is off by 

0.00075 and in the twenty degree deviation it is off by 0.00027. 

This difference has the largest effect at the edge of the point 

cloud with a scan angle of 30 degrees. The difference resulting 
between the simulated scan angle bias and the estimated scan 

angle bias results in a scan angle difference of 81” and 29”  

respectively. These magnitudes are greater than the noise level 

of the data and are deemed to be estimated incorrectly.  
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6. CONCLUSIONS & FUTURE WORK 

The simplified, quasi-rigorous, and rigorous calibration 

methods were developed to provide accurate and reliable 

methods to perform system calibration for various types of 
data availability at minimal costs. When no raw measurements 

are available, the simplified calibration can be performed with 

just the point cloud but it is the method with the most 

assumptions. This study has shown that performing calibration 

with data that violates the assumptions of the simplified 

calibration results in a successful estimation of the biases with 
the exception of the difference between the scan angle scale 

factor simulation and estimation. Further testing will be done 

to see if this is due to the absence of gable roofs. Their presence 

helps the matching process by providing rigid geometric 
features, and this is the first time LiDAR system calibration 

testing has been done on terrain without them. These 

experiments further emphasize that system calibration is 

Table 4: Calibration Results of the 10° Angular Deviation 

 

Table 5: Calibration Results of the 20° Angular Deviation 
 

Table 6: Calibration Results of the 30° Angular Deviation 
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attainable and successful with no raw measurements, and with 

minimal flights and control. A new method is being derived 

that is considered a combination of the simplified and the 
quasi-rigorous calibration. It will be more comparable to the 

quasi-rigorous and rigorous calibrations than the simplified 

because it will be an iterative one-step procedure instead of the 

current two-step procedure, and will also be able to incorporate 
control like the quasi-rigorous and rigorous methods. This 

method will not also require that the two strips being compared 

to be captured at the same flying heights and the terrain relief 

with respect to the flying height will be insignificant. In 

addition to the development of a new calibration method, a 
stability analysis will be done to establish how long calibration 

results can be used before repeating the process.  
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