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ABSTRACT: 

 

In the last few years, multi-cameras and LIDAR systems draw the attention of the mapping community. They have been deployed on 

different mobile mapping platforms. The different uses of these platforms, especially the UAVs, offered new applications and 

developments which require fast and accurate results. The successful calibration of such systems is a key factor to achieve accurate 

results and for the successful processing of the system measurements especially with the different types of measurements provided by 

the LIDAR and the cameras. The system calibration aims to estimate the geometric relationships between the different system 

components. A number of applications require the systems be ready for operation in a short time especially for disasters monitoring 

applications. Also, many of the present system calibration techniques are constrained with the need of special arrangements in labs for 

the calibration procedures. In this paper, a new technique for calibration of integrated LIDAR and multi-cameras systems is presented. 

The new proposed technique offers a calibration solution that overcomes the need for special labs for standard calibration procedures. 

In the proposed technique, 3D reconstruction of automatically detected and matched image points is used to generate a sparse images-

driven point cloud then, a registration between the LIDAR generated 3D point cloud and the images-driven 3D point takes place to 

estimate the geometric relationships between the cameras and the LIDAR.. In the presented technique a simple 3D artificial target is 

used to simplify the lab requirements for the calibration procedure. The used target is composed of three intersected plates. The choice 

of such target geometry was to ensure enough conditions for the convergence of registration between the constructed 3D point clouds 

from the two systems. The achieved results of the proposed approach prove its ability to provide an adequate and fully automated 

calibration without sophisticated calibration arrangement requirements. The proposed technique introduces high potential for system 

calibration for many applications especially those with critical logistic and time constraints such as in disaster monitoring applications. 

 

 

1. INTRODUCTION 

Recently, a wide range of mapping systems integrating different 

sensors have been developed. Examples of such integrated 

systems have been deployed on Unmanned Arial Vehicles 

(UAVs) in the last few years. The different uses of the UAVs 

offered a wide range of new applications and developments 

which require fast and accurate results (Lin et al., 2011; Vallet et 

al., 2011). One of the important sensors combination which takes 

huge attention is the integration of multi-cameras and the LIDAR 

as these sensors provide complementary information when fusing 

their data (Douillard et al., 2007). The successful calibration of 

such integrated systems is a key factor to achieve accurate results 

and for achieving the successful processing of the system 

measurements. System calibration aims to estimate the geometric 

relationships among the different system components. A number 

of applications require the systems be ready for operation in a 

short time especially those used for disasters monitoring 

applications. Also, many of the present system calibration 

techniques are constrained with the need of special arrangements 

in labs for the calibration procedures. 

 

Away from the techniques that require special laboratory 

arrangements for system calibration, there are several other 

techniques to estimate calibration parameters between the 

LIDAR and cameras. These techniques can be classified into two 

main categories (Kwak et al., 2011). The first category uses a 
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direct search for the LIDAR beam within the image. However, 

these techniques require IR cameras to detect the LIDAR spots 

on the images directly (Kwak et al., 2010). The other category 

indirectly estimates the correspondences between common 

features observed from the two sensors. This approach can be 

performed in 3D as proposed by (Zhang and Pless, 2004). In this 

approach the main idea is to use a known pose of a calibration 

target in 3D and the calibration parameters can be estimated by 

solving an optimization problem to minimize the position error 

of the LIDAR data with respect to the calibration target in 3D 

(Kwak et al., 2011). 

 

Different indirect techniques have been proposed depending on 

simple targets, see for example (Kwak et al., 2011). However, 

these techniques require the collection of high number of images 

from different ranges which might not be always easy to achieve 

specially for time constrained applications. Also, with the same 

concept of indirect approaches, (Rodriguez et al., 2008) used an 

artificial target and determined the relative position of the sensors 

by finding the features correspondence and solving a classical 

target based registration.  

 

This paper introduces a new technique for calibrating a system 

composed of multi-cameras and a LIDAR. While the described 

system in this paper is composed of a LIDAR and two cameras, 

the proposed technique can be easily, and with more effective 
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results, extended to multi-cameras systems that has more than 

two cameras. The system used in this paper, integrate a LIDAR 

and two cameras. It is assumed that the multi-cameras system is 

already calibrated and the output is referenced to one of the 

cameras which is the master camera. The proposed technique 

estimates the geometric relation between the LIDAR unit and the 

master camera.  

 

There are different techniques that can be used to perform the 

system calibration for systems composed of LIDAR and cameras. 

The most straight forward system calibration techniques depend 

on having well equipped laboratory and use manual 

measurements for the calibration. The proposed system 

calibration technique provides a simple alternative as it provides 

the ability to perform system calibration with very simple 

procedures. The proposed technique depends on using a simple 

target where no need to know the exact geometry of the used 

target. Another advantage of the proposed technique is its ability 

to perform the calibration by using just two images which can be 

easily acquired in a shorter time compared to other calibration 

techniques.  

 

It is important to note that the proposed technique has two main 

advantages: (a) the simplicity of the used target which enables a 

more convenient calibration, and (b) Avoiding the need for 

precise point to point correspondence, as the registration step can 

be effectively employed without such point to point 

correspondence. This proposed calibration approach depends on 

matching the two 3D point clouds created from the LIDAR and 

cameras instead of matching specific points which might need 

more effort.  

    

The outline of the paper is as follows: In section 2 we describe 

two related topics to our work which are the construction of 3D 

point cloud and the Iterative Closest Point (ICP). Section 3 

introduces the proposed methodology of the proposed calibration 

technique. Section 5 discusses the results. Finally the conclusions 

are presented in Section 6.  
 

2. RELATED WORK 

In this section an introduction to two related topics in the 

proposed technique is provided. First, the construction of the 3D 

point cloud is introduced followed by a brief introduction to the 

Iterative Closest Point (ICP). 

  

2.1 3D Point Cloud Construction 

The proposed technique for the multi-cameras and LIDAR 

system calibration depends on having two 3D point clouds, 

generated from the LIDAR and the images, for a specific target. 

The 3D point cloud is the representation of the measured points 

by the sensor in a 3D coordinates system referenced to the sensor 

frame. For the LIDAR system, it is straight forward process to 

generate 3D point cloud as the LIDAR sensor main output is the 

3D coordinates for the measured objects. Regarding the multi-

cameras, generating the 3D point cloud from the cameras output, 

require the calculation of the 3D coordinates of the measured 

objects using the space intersection technique.  

 

This intersection step requires detecting matched points in the 

different images and depending on the intrinsic parameters of the 

cameras, acquired form the camera calibration, and the extrinsic 

parameters of the two cameras, acquired from the multi-cameras 

system calibration, the 3D coordinates of the matched points 

from the cameras images can be calculated and so the 3D point 

cloud for the multi-cameras system can be generated. 

2.2 Iterative Closest Point (ICP) 

The main idea of the proposed technique for the system 

calibration is to estimate the transformation parameters between 

the two 3D point clouds generated from the two used sensors as 

discussed in the previous section. Iterative Closest Point (ICP) is 

a registration technique proposed by (Besl & McKay, 1992), 

where exact point-to-point correspondence between 3D point 

clouds is not required (George Vosselman, 2010). If we have two 

3D point clouds (𝑥𝑖), (𝑦𝑖), the rigid body transformation can be 

described as the following equation. 

 

                                          𝑦𝑖 = 𝑅𝑥𝑖 + 𝑦0                                 (1) 

 

Where: 

 (𝑅) is the rotation between the two point clouds 

 (𝑦0) is the translation between the two point clouds 

 

The main objective of the ICP registration is to rigidly transform 

the slave point cloud (𝑥𝑖) to best fit the master point cloud (𝑦𝑖) 

such that the sum of square Euclidean distance (e2) between 

closest points is minimized (Vosselman & Maas, 2010). 

 

                                𝑒2 = ∑ ‖𝑅𝑥𝑖 + 𝑦0 − 𝑦𝑖‖2
𝑖                         (2) 

  

The summation in this registration is taken over all the data 

points. The main limitation of this registration technique is the 

need for a good initial alignment of the two point clouds. The 

roughly estimated manual measurements of the calibration 

parameters are used to initialize the registration step of the 

proposed approach. 

 

3. SYSTEM OVERVIEW 

In this section, the description of the proposed technique for the 

system calibration is presented. Figure (1) shows a flowchart for 

the proposed system calibration main steps. The first step of the 

approach is to generate the images-driven 3D point cloud. This 

step starts with extracting and matching feature points between 

the two image using Speeded Up Robust Features (SURF) 

technique, the matching is refined using the Random Sample 

Consensus (RANSAC) algorithm. With the help of the intrinsic 

and extrinsic orientation parameters of the cameras, the matched 

feature points are intersected to build a sparse point cloud.  

Another point cloud of the target is acquired using the laser 

scanner. The final step of the proposed system calibration 

technique is the ICP registration to register the two 3D point 

clouds obtained in the previous step. As mentioned before, the 

main goal of this step is to estimate the transformation parameters 

between laser scanner coordinate system and the master camera 

coordinate system. So, the estimated transformation/registration 

parameters represent the calibration parameters for the system. 

 

The estimated calibration parameters include the lever-arm 

transition vector and the boresight rotation matrix, which 

represent the geometric relations between the two main systems 

of the used sensor system. The target field used in the proposed 

technique consists of three planes target with different normal 

vector for each plane to provide enough constraints during the 

ICP registration step. It is important to note that the three planes 

of the target need to be rich with visual features to be detected in 

order to create the 3D point cloud from the camera images. 

 

Also, it must be pointed that with a sensor as the Velodyne laser 

scanner, the volume of the target has an important effect. As with 

a very small target when it is positioned away from the laser 

scanner, it is possible to miss the whole target so, it is 
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recommended to use suitable volume of the target that matches 

the distance to the laser scanner.  

 

Start
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Figure 1. System overview 

   
4. EXPERMINTALS RESULTS 

In the following sections, a full description of the testing 

procedure of the proposed technique is introduced.  

 

4.1 Sensors Description 

To test the proposed calibration technique, a system integrating 

the following sensors is used (a) the Velodyne HDL-32E LIDAR 

is used to provide the 3D LIDAR point cloud, and (b) two Canon 

PowerShot S110 cameras. The sensors were tested in two 

different scenarios; (a) the LIDAR system was almost in the 

middle distance between the two cameras, while the two cameras 

where rotated towards each other as shown in figure (2), and (b) 

the LIDAR system was also almost in the middle between the 

two cameras, while the two cameras were almost horizontally 

parallel to each other as shown in figure (3). The used target is a 

simple cardboard box which three planes of its six surfaces were 

covered with coloured features as shown in figure (4). 

 

 
 

Figure 2. The first scenario for the sensors 

 

 
  

Figure 3. The second scenario for the sensors 

 

 

 
 

Figure 4. The used target for the testing 

 

4.2 Collecting Data 

To test the proposed method, four data sets were collected from 

the described system for the used targets. Two data sets were 

collected for each scenario. For each data set, LIDAR data were 

collected for the target to create the 3D point cloud from the laser 

scanner. Also, two images for the same target from the two used 

cameras were used to create the 3D point cloud from the cameras.  

 

In the second scenario, the used target was placed in two different 

distances from the sensors to test the effect of the distance 

between the used target and the sensors on the calibration 

accuracy.  

 

4.3 3D Point Clouds  

The collected data sets were used to construct the two 3D point 

clouds needed for the calibration of each scenario. Four 3D 

LIDAR point clouds were acquired using the Velodyne HDL-
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32E laser scanner. Figure (5) shows a sample LIDAR point cloud 

of the target. 

 

    
 

Figure 5. LIDAR 3D point cloud of the target  
 

    
 

Figure 6. The checker board technique for camera calibration 

 

For constructing the 3D point cloud from the multi-cameras 

sensor, the images were used as following. First, for each 

scenario, a camera calibration procedure was performed to 

estimate the intrinsic parameters of each camera. The calibration 

was done using the checker board technique (Heikkila and 

Silvén, 1997; Zhang, 2000) which depends on using a checker 

board with known dimensions  and use a detection procedure for 

the intersection points within the board as shown in figure (6). 

Using detected points and the known distances of the checker 

board, a separate camera calibration procedure was performed to 

estimate the intrinsic parameters of each camera.  

 

For calibrating each camera the used checker board was 

positioned in different 8 positions with different orientation as 

shown in figure (7). For each position of the checker board an 

image was captured from each camera for the checker board. The 

same procedures were followed for the second scenario of the 

system, but with dealing with only 6 positions for the checker 

board.   

 

 
 

Figure 7. Extrinsic cameras visualization 

 

Then, a system calibration for the multi-cameras system was 

conducted to estimate the extrinsic parameters of the multi-

cameras system. The multi-cameras system calibration was 

conducted using the same images of the checker board used for 

each camera calibration. Finally, for each data set two images for 

the target are captured from the two cameras. 

 

For constructing the images-driven 3D point cloud, it is important 

to make sure that the three surfaces appear in the captured images 

of the target. SURF feature detection technique (Bay et al., 2008) 

has been used to detect the interest features on the three surfaces 

of the target and match them in the two images to construct the 

3D point cloud from the two images for the used target as shown 

in figure (8).  

 

 
 

Figure 8. The images-driven 3D point cloud of the target 

 

4.4 Estimating the Calibration Parameters 

The testing procedures were conducted on two main stages. The 

first stage was performed to get the system calibration parameters 

for each scenario. This step was done by using the constructed 

3D point clouds and using the ICP to register the two point 

clouds. The registration parameters represent the system 

calibration parameters which are the lever-arm translation vector 

and the rotation boresight matrix.  

 

The constructed 3D point clouds from the laser scanner and the 

images for the first and the third data sets were used in the ICP 

registration to estimate the system calibration parameters for the 

first and the second scenarios. The second stage of testing the 

proposed technique was to use the estimated system calibration 

parameters to register the 3D point cloud acquired from the laser 

scanner. The mean and the standard deviation of the differences 

between the registered 3D LIDAR point cloud and the 3D images 

point cloud, were calculated. The calculated mean and standard 

deviation were used as an indication of the error in the calibration 

parameters. This step was done for the two scenarios using the 

second and fourth data sets and the results are shown in table (1). 

 

Scenario 

Scenario (1) Scenario (2) 

Mean 

(m) 
Std (m) 

Mean 

(m) 
Std (m) 

Before 

calibration 
0.1067 0.061985 0.2960 0.1314 

After 

calibration  
0.066 0.06484 0.0644 0.0514 

 

Table 1. The mean and the standard deviation of the distance 

between the LIDAR and images-driven point clouds before the 

calibration and after the calibration 
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5. RESULTS 

The two systems scenarios were used in the testing, each system 

scenario was used to collect two data sets. The first data set was 

used to estimate the system calibration parameters while the 

second data set was used to test the estimated calibration 

parameters. The results from table (1), figure (9) for the first 

scenario, and figure (10) for the second scenario show the ability 

of the proposed technique to adequately estimate the calibration 

parameters. It is important to note that the used data were 

collected using minimum sensors configuration and with the 

minimum number of images needed to construct 3D point cloud 

from the multi-cameras systems which is two images. 

 

As the proposed technique proved its ability to provide adequate 

system calibration even with using sparse 3D point clouds as 

shown in figures (5, 8), it is expected to achieve higher system 

calibration accuracy when using higher sensors configuration 

which can provide more dense 3D point clouds either by 

including more cameras or by using a more dense LIDAR 

scanner. 

 

      
 

Figure 9.a                               Figure 9.b 

(a). The point clouds constructed from the images and the 

registered LIDAR using the estimated calibration parameters  

(b). The point clouds constructed from the images and the 

LIDAR before calibration  

 

    
 

Figure 10.a                               Figure 10.b 

(a). The point clouds constructed from the images and the 

registered LIDAR using the estimated calibration parameters 

(b). The point clouds constructed from the images and the 

LIDAR before calibration 

 

To test the effect of the distance between the target and the 

sensors, the target has been placed at two different distances in 

the third and fourth data sets in the second system scenario. In 

the third data set, the target was positioned 2.0 meters away from 

the laser scanner while the distance between them was 3.0 meters 

in the fourth data set. Following the same testing procedures, in 

the first case, the calibration parameters were estimated using the 

third data set and evaluated with the fourth data set. The testing 

was performed again in the second case using the fourth data set 

to estimate the calibration parameters and was evaluated using 

the third data set. The results of these two tests are shown in table 

(2). The results in table (2) show that the effect of the distance 

between the target and the sensors is very weak, as the mean and 

the standard deviation of the registration error is almost the same 

in the two cases. 

 

       
 

Figure 11.a                               Figure 11.b 

 (a) 3D point cloud from the first data set 

(b) 3D point cloud from the second data set 

 

    
   

  Figure 12.a                               Figure 12.b 

(a). The point clouds constructed from the images and the 

registered LIDAR using the estimated calibration parameters 

(b). The point clouds constructed from the images and the 

LIDAR before calibration 

 

In the first scenario, it was noticed that the constructed 3D point 

cloud of the images for the target from the second data set was 

providing less points compared to the first data set as shown in 

figure (11). So, to test the ability of the proposed technique to 

deal with the shortage of points, the second data set was used to 

estimate the calibration parameters and the first data set was used 

to evaluate these parameters. 

 

Figures (12.a, 12.b) show the results of the previous test which is 

tabulated in table (3). In table (3) the first case is when the 

calibration parameters were estimated from the first data set and 

the second data set was used to evaluate them, while the second 

case is showing the results of using the second data set to estimate 

the calibration parameters and evaluating them using the first 

data set. 

 

 

Case 

Case (1) Case (2) 

Mean 

(m) 
Std (m) 

Mean 

(m) 
Std (m) 

Before 

calibration 
0.2960 0.1314 0.1555 0.0767 

After 

calibration  
0.0644 0.0514 0.0585 0.0458 

 

Table 2. The mean and the standard deviation of the distance 

between the LIDAR and images-driven point clouds before the 

calibration and after the calibration for testing the distance 

effect 
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Case 

Case (1) Case (2) 

Mean 

(m) 
Std (m) 

Mean 

(m) 
Std (m) 

Before 

calibration 
0.1067 0.061985 0.0975 0.0490 

After 

calibration  
0.066 0.06484 0.0485 0.0234 

 

Table 3. The mean and the standard deviation of the distance 

between the LIDAR and images-driven point clouds before the 

calibration and after the calibration to test the cloud sparsity 

effect 

 

The results of the previous test prove the ability of the proposed 

technique to keep calibration performance even with the low 

amount of the extracted points. This mainly can be explained by 

the collaborative fashion of the points that enables surface 

representation which in turn help the registration between the 

surfaces of the two point clouds.   

 
6. CONCLUSIONS 

A new calibration approach to estimate the geometric 

relationship between a LIDAR scanner and a multi-camera 

system has been proposed. The technique offers a convenient 

calibration procedure avoiding restrict arrangements, and using a 

simple target and minimal image acquisitions. The achieved 

results fit the accelerating needs for fast, and convenient system 

calibration methods. 

 

It is important to note that the achieved results of the proposed 

technique can be improved by using more accurate sensors for 

constructing the 3D point clouds. The proposed system 

calibration technique depends on estimating the calibration 

parameters through the point clouds registration using the ICP, 

so more accurate 3D point clouds with less noise data will 

improve the registration step and consequently can help provide 

more accurate estimation for the calibration parameters.  
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