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ABSTRACT: 

 

Stereo camera systems in cars are often used to estimate the distance of other road users from the car. This information is important to 

improve road safety. Such camera systems are typically mounted behind the windshield of the car. In this contribution, the influence 

of the windshield on the estimated distance values is analyzed. An offline stereo camera calibration is performed with a moving planar 

calibration target. In a standard procedure bundle adjustment, the relative orientation of the cameras is estimated. The calibration is 

performed for the identical stereo camera system with and without a windshield in between. The base lengths are derived from the 

relative orientation in both cases and are compared. Distance values are calculated and analyzed. It can be shown, that the difference 

of the base length values in the two cases is highly significant. Resulting effects on the distance calculation up to a half meter occur. 

 

 

1. INTRODUCTION 

1.1 Car cameras for depth estimation 

Safety is a very important aspect for public road traffic. Modern 

cars are often equipped with advanced driver assistance systems 

to improve safety (Gavrila, 2000; Franke et al., 2013). For 

example, an emergency braking assist can prevent read-end 

collisions.  

Assistance systems use in many cases stereo cameras to observe 

the environment in front of the car (Horgan, et al., 2015). For 

example, the distance to a preceding car or a pedestrian can be 

determined with a stereo camera system (Figure 1).  

Such a car camera system is typically placed behind the 

windshield. Image rays from outside the car falling onto the 

image sensor of the cameras have to pass through the windshield.  

 

 
Figure 1. Car camera system used to determine distance to a 

pedestrian on the road (SCN, 2015). 

In the ideal case assumed in photogrammetry, a camera follows 

the pinhole model. Image rays are linear and all rays of an image 

intersect in one point. In the case of real measurements, 

deviations from the ideal pinhole model, for example caused by 

lens distortions, will occur. These deviations can be reduced by 

geometric camera calibration and image rectification.  

*  Corresponding author 

 

To obtain the distance of a pedestrian from the car, the depth of 

the camera system to the pedestrian has to be calculated. High 

precision depth calculation requires a very rigid mounting of the 

two stereo cameras on a common platform. This mounting 

defines the geometric relation between the two cameras and is 

described by the relative orientation. 

Simultaneous camera calibration with the identical calibration 

target estimates for stereo cameras the parameters of the relative 

orientation and also the parameters of single camera calibration. 

The baseline between the cameras can be derived thereof. As the 

depth is calculated by triangulation, the length of the baseline has 

an influence on the accuracy of the calculated depth.  

 

It is obvious, that for both car stereo cameras, the image rays go 

through the windshield. This will influence the path of the image 

rays of each single camera causing a deviation from the ideal 

pinhole model. It can further be expected, that different parts of 

the windshield have a slightly different curvature. Additionally, 

the cameras will not be placed centered behind the windshield. 

These two aspects will cause a different influence on the image 

rays of the first and second stereo camera, respectively. 

 

The mentioned effects on the rays will have an influence on the 

relative orientation and also on the calculated depth. In this 

contribution, this influence on the stereo baseline will be 

investigated. The propagation of these influences on depth 

calculation will be analyzed.   

 

1.2 State of the art 

Calibration of grayscale or RGB cameras can be divided into 

three different aspects. Photometric calibration deals with the 

decrease of light intensity falling on the image plane with an 

increasing distance to the image center (Kingslake, 1983). Asada 

et al. (1996) propose an approach to estimate the intensity 

reduction due to vignetting. Krawczyk et al. (2005) propose a 

photometric calibration method for high dynamic range cameras. 
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Closely connected to it is radiometric camera calibration (Healey 

and Kondepudy, 1994; Seon and Pollefeys, 2008) dealing with 

estimation of the radiometric response function of a camera. 

Radiometric calibration can be done without a calibration pattern 

by using the known ratio of exposure between different images 

(Mitsunaga and Nayar, 1999). Geometric camera calibration 

estimates values for the interior and exterior orientation of a 

camera (Fraser, 2012; Hartley and Zisserman, 2003). Geometric 

calibration can also be used to obtain the relative orientation of 

two sensors (Zhang and Pless, 2004).  

 

Camera calibration is also important for vehicle cameras in order 

to ensure reliable results of object detection in images (Ernst et 

al., 1999). Calibration of vehicle cameras can be done in two 

ways. Automatic calibration while the car is driven is often 

performed by extracting road markings from the images. Ribeiro 

et al. (2006) use this extraction method to calibrate an embedded 

camera. Road lanes are detected and road boundaries derived. 

Parameters of projective mapping are determined automatically 

using the projection of originally 3d coordinates of the road to 2d 

image coordinates. Therefore, a flat road is assumed for a plane-

to-plane mapping with projection error minimization (Gennery, 

1977).  

Manual calibration in a repair garage is often performed if a 

windshield has to be replaced (D&R, 2015). The methods used 

are similar to the calibration of hand-held cameras. Interior as 

well as exterior parameters will be obtained. The car is placed in 

front of a brand specific calibration pattern and a tool of the car’s 

camera control unit is used to take images of the pattern and to 

process them. To link the camera orientation to a car coordinate 

system, the position of the car relative to the calibration pattern 

has to be measured with high precision.  

Sometimes the relative orientation of a vehicle camera to other 

car sensors has to be obtained. Catalá-Prat et al. (2006) use the 

extraction of road markings to co-register a front looking camera 

with the inertial measurement unit of the car. 

 

For vehicle stereo camera systems, additionally stereo calibration 

has to be performed. As most critical and sensitive camera 

parameters of a stereo camera system, the relative orientation is 

identified (Marita et al., 2006). A drift of only a few seconds in 

the relative angle between the two cameras will lead to a lack of 

reconstructed 3d points. Therefore, these authors suggest a 

laboratory based initial estimation of the calibration parameters 

and a repeated driving based monitoring of these parameters.  

 

The topic of calibrating vehicle cameras has to be separated from 

the calibration of fix-position traffic surveillance cameras. 

Dubská et al. (2014) describe a method for fully automatic 

estimation of the orientation of such camera relative to the 

direction of the traffic stream. Therefore two orthogonal 

directions are detected by tracking image points corresponding to 

moving vehicles. The orthogonal directions can be derived from 

vanishing points obtained from the movement of the tracked 

image points. 

 

Nowadays, algorithms for depth estimation from stereo camera 

images are well known (e.g. Scharstein and Szeliski, 2002). 

Images are stereo rectified with the parameters obtained from the 

stereo camera calibration. Point-to-point correspondences are 

searched in rectified image pairs to calculate the disparity and to 

derive the depth.  

Without using stereo cameras, depth estimation is also possible 

with a single depth-camera measuring the time-of-flight between 

camera and objects (Hoegner et al., 2014). The estimated depth 

is normally represented by a depth map (Zhu et al., 2008). A more 

efficient way are stixels. They describe the geometry by the 

ground plane, the distance to objects and the object height 

(Badino et al., 2009). They allow faster extraction of stereo 

information, for example for fast pedestrian detection (Benenson 

et al., 2012).  

 

Multimedia photogrammetry treats photogrammetric 

applications, in which image rays pass through different optical 

media with different refractive indices. (Maas, 1995). A typical 

example is underwater photogrammetry, where the ray path leads 

from water via a glass layer to air before entering the lens (Maas, 

2015). A car windshield causes an air-glass and glass-air 

transition when rays are passing through it. Ray mirroring at the 

inner air-glass-transition is used for head-up-displays in cars. 

Optical aberrations like astigmatism or distortion have to be 

considered (Díaz, 2005). The same path take rays from 

undesirable reflections of the dashboard into a camera behind the 

windshield. Simon and Park (2015) propose a method to reduce 

these reflections by assuming that the reflection of the static 

dashboard remains static. 

 

2. METHODOLOGY 

This contribution proposes a method to analyze the influence of 

the windshield of a car on the calculated base length of a stereo 

camera system. The camera system is looking through the 

windshield. The base length is being calculated in a stereo 

calibration process.  

 

A bundle adjustment is applied on a set of image pairs of a stereo 

camera system. The images show a calibration pattern with 

varying position, orientation and scale within the images. The 

parameters of the interior, relative and the exterior orientation are 

estimated. The 3d object coordinates of the calibration marks are 

kept fixed. The baseline between the two cameras is obtained. 

The bundle adjustment is performed for two image sets: 

- Case 1: Through the windshield of a car 

- Case 2: Not through the windshield 

 

The difference of the two calculated base lengths is determined 

and the significance of the difference checked with a statistical 

test. The effect of the base length difference on depth values 

calculated from the stereo system will be shown. 

 

2.1 Bundle adjustment 

The bundle adjustment estimates for each camera 𝑗 the interior 

orientation (𝑥0, 𝑦0, 𝑐), for each pair of cameras the relative 

orientation (𝑋𝑟, 𝑌𝑟, 𝑍𝑟, rotation matrix 𝑅𝑟) and for each image 𝑖 
the exterior orientation (𝑋0, 𝑌0, 𝑍0, 𝑅) of the cameras. 

Additionally, image distortion parameters are estimated (radial-

symmetric 𝐴1, 𝐴2, 𝐴3, radial-asymmetric 𝐵1, 𝐵2 (Brown, 1971), 

affinity and skew 𝐶1, 𝐶2 (El-Hakim, 1986)) for each camera. The 

standard deviation of all orientation parameters will be obtained. 

Object coordinates 𝑋, 𝑌, 𝑍 and image coordinates 𝑥, 𝑦 with their 

standard deviation are given a-priori. Object coordinates are kept 

fixed in the adjustment to introduce a scale constraint. 

 

The calculation will be formulated as a least squares adjustment 

with redundancy 𝑟 based on the collinearity equations: 

 

       𝑥𝑖𝑗 = 𝑥0𝑗 − 𝑐𝑗 ⋅
𝑅11𝑗(𝑋𝑖−𝑋0𝑗)+𝑅21𝑗(𝑌𝑖−𝑌0𝑗)+𝑅31𝑗(𝑍𝑖−𝑍0𝑗)

𝑅13𝑗(𝑋𝑖−𝑋0𝑗)+𝑅23𝑗(𝑌𝑖−𝑌0𝑗)+𝑅33𝑗(𝑍𝑖−𝑍0𝑗)
  (1) 

 

 

       𝑦𝑖𝑗 =  𝑦0𝑗 − 𝑐𝑗 ⋅
𝑅12𝑗(𝑋𝑖−𝑋0𝑗)+𝑅22𝑗(𝑌𝑖−𝑌0𝑗)+𝑅32𝑗(𝑍𝑖−𝑍0𝑗)

𝑅13𝑗(𝑋𝑖−𝑋0𝑗)+𝑅23𝑗(𝑌𝑖−𝑌0𝑗)+𝑅33𝑗(𝑍𝑖−𝑍0𝑗)
 (2) 
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The adjustment minimizes the differences 𝑣𝑥𝑖𝑗
, 𝑣𝑦𝑖𝑗

 (equation 3, 

4) between the measured image coordinates 𝑥𝑖𝑗 , 𝑦𝑖𝑗  and the 

values for the image coordinates �̂�𝑖𝑗 , �̂�𝑖𝑗 calculated from the 

collinearity equations with the estimated orientation parameters: 

 

  𝑣𝑥𝑖𝑗
= �̂�𝑖𝑗 − 𝑥𝑖𝑗 (3)  

 

  𝑣𝑦𝑖𝑗
= �̂�𝑖𝑗 − 𝑦𝑖𝑗 (4) 

 

The projection through the windshield will not be modelled. 

 

2.2 Calculation of the stereo base length 

The stereo base length will be calculated from the position 

parameters of the relative orientation: 

 

  𝑏 = √𝑋𝑟
2 + 𝑌𝑟

2 + 𝑍𝑟
2  (5) 

 

The variance of the base length will be calculated by error 

propagation: 

 

  𝜎𝑏
2 = 𝐴 ⋅ 𝐾𝑥𝑥 ⋅ 𝐴𝑇 (6) 

 
with 𝐴 containing the partial derivatives of this formula (equation 

5) with respect to the error-prone items. All three position 

parameters are considered as error-prone: 

  

  𝐴 = [
𝜕𝑏

𝜕𝑥𝑟
 

𝜕𝑏

𝜕𝑦𝑟
 

𝜕𝑏

𝜕𝑧𝑟
] (7) 

 

The covariance matrix 𝐾𝑥𝑥 contains the variance and covariances 

of the error-prone items: 

  

  𝐾𝑥𝑥 = [

𝜎𝑥𝑟

2 𝜎𝑥𝑟𝑦𝑟
𝜎𝑥𝑟𝑧𝑟

𝜎𝑥𝑟𝑦𝑟
𝜎𝑦𝑟

2 𝜎𝑦𝑟𝑧𝑟

𝜎𝑥𝑟𝑧𝑟
𝜎𝑦𝑟𝑧𝑟

𝜎𝑧𝑟

2

] (8) 

 

One time, the base length 𝑏𝑤𝑠 is calculated for images taken 

through the windshield and another time the base length 𝑏𝑛𝑜_𝑤𝑠 

is calculated for images taken not through the windshield.  

 

2.3 Statistical hypothesis testing 

A two-sided Welch’s t-test (Welch, 1947) is used to test the 

significance in the difference between 𝑏𝑤𝑠 and 𝑏𝑛𝑜_𝑤𝑠. Welch’s 

t-test is a statistical two-sample test derived from the Student’s t-

test (Student, 1908). It is used for independent samples with 

different variances. 

The base lengths can be seen as independent, as the 

corresponding images are taken independently during different 

measurement processes.  

 

The t-test statistic is calculated as follows: 

 

  𝑡 = |
𝑏𝑤𝑠−𝑏𝑛o_ws

𝑠
| (9) 

 

with 

 

  𝑠 = √
𝜎𝑏𝑤𝑠

2

𝑟𝑤𝑠
+

𝜎𝑏𝑛𝑜_𝑤𝑠
2

𝑟𝑛𝑜_𝑤𝑠
 (10) 

 

using the variance of the base lengths and the redundancy of the 

bundle adjustments. 

The degrees of freedom are approximated using the Welch-

Satterthwaite equation: 

 

  𝜐 =
𝑠4

(
𝜎𝑏𝑤𝑠

2

𝑟𝑤𝑠
)

2

𝑟𝑤𝑠−1
+

(
𝜎𝑏𝑛𝑜_𝑤𝑠

2

𝑟𝑛𝑜_𝑤𝑠
)

2

𝑟𝑛𝑜_𝑤𝑠−1

 (11) 

 

The degrees of freedom and the significance level 𝛼 are used to 

obtain the threshold value 𝑡1−
𝛼

2
;𝜐 for a two-sided test from the t-

distribution. The hypothesis 𝐻0 is false, if  

 

 {𝑡|𝑡 < −𝑡1−
𝛼

2
;𝜐} or {𝑡|𝑡 > 𝑡1−

𝛼

2
;𝜐}. (12) 

 

Otherwise 𝐻0 is true. 

 

The hypothesis 𝐻0 for the base length test is assuming equality 

of the base lengths: 

 

  𝐻0: 𝑏𝑤𝑠 − 𝑏𝑛𝑜_𝑤𝑠 = 0 (13) 

 

The alternative hypothesis 𝐻1 is assuming inequality of the base 

lengths. Inequality can mean that 𝑏𝑤𝑠 is smaller than 𝑏𝑛𝑜_𝑤𝑠 and 

vice versa: 

 

  𝐻1: 𝑏𝑤𝑠 − 𝑏𝑛𝑜_𝑤𝑠 ≠ 0 (14) 

 

2.4 Effect on calculated depth 

The depth 𝑧 of a pixel in an image pair can be calculated from the 

disparity value obtained from the rectified images: 

 

  𝑧 =
𝑏⋅𝑓

𝑑𝑤
 (15) 

 

with the base length 𝑏 and the focal length 𝑓 of the rectified 

images. The metric distance between corresponding image points 

is calculated as follows: 

 

  𝑑𝑤 = (𝑑 + (𝑐𝑟1
− 𝑐𝑟2

))𝑠′ (16) 

 

with the disparity 𝑑 in pixels and with the column pixel 

coordinate 𝑐𝑟1
/𝑐𝑟2

  of the rectified principal points  of camera 1 

and 2, respectively. 𝑠′ is the metric distance between the centers 

of two neighboring pixels on the image sensor plane.  

 

The variance of the depth can be calculated also by error 

propagation: 

 

  𝜎𝑧
2 = 𝐴 ⋅ 𝐾𝑥𝑥 ⋅ 𝐴𝑇 (17) 

 

with the partial derivatives  

 

 𝐴 = [
𝜕𝑧

𝜕𝑏
 

𝜕𝑧

𝜕𝑓
  

𝜕𝑧

𝜕𝑑𝑤
] (18) 

 

considering errors in the base length, the focal length and the 

metric distance between corresponding image points and 

 

 𝐾𝑥𝑥 = [

𝜎𝑏
2 0 0

0 𝜎𝑓
2 0

0 0 𝜎𝑑𝑤

2

]. (19) 

 

As simplification, the covariances in 𝐾𝑥𝑥 are assumed to be 0. 

The standard deviation of the focal length 𝜎𝑓 will be obtained 
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from the rectification after the bundle adjustment. The standard 

deviation 𝜎𝑑𝑤
 will be calculated by error propagation with 

equation 16 assuming 𝜎𝑑 =
1

10
𝑝𝑥 and a value for 𝜎𝑐𝑟𝑖

 from the 

rectification. The depth values will be calculated for a given set 

of disparity values. The disparity values will be chosen as a 

series of increasing values resulting in decreasing depth values. 

 

3. EXPERIMENTS 

The calibration will be performed for two cameras of a stereo 

camera system (Figure 2). The cameras are mounted rigidly on a 

metal platform. The basis between the cameras is mainly 

orthogonal to the optical axis of the cameras and is around 33 cm. 

Theoretical analysis has shown, that smaller base length values 

lead to a strong decrease in depth accuracy in the desired working 

range up to 100m (approx. reaction and braking distance from 

100 km/h), while larger values only lead to a small increase in 

depth accuracy. Though, a much larger base length would lead to 

a decrease in depth accuracy near the car (approx. 3m). 

 

 
Figure 2. Rigid stereo cameras looking nearly parallel through 

the curved windshield of a car. Curvature of windshield along 

and across the driving direction can be seen. 

 The optical axes of the cameras are almost parallel. For case 1 

(cf. section 2), the platform is mounted on the dashboard of a car. 

For case 2, the platform is mounted on a table. Neither the car nor 

the table are being moved during image acquisition. 
 

As calibration pattern photogrammetric marks on a planar target 

are used (Figure 3). This target was chosen for its handiness, as a 

person can turn and move the target easily. A static target would 

make it necessary to move the car, which requires lot of space 

and can’t be done for all degrees of freedom.  
 

 
Figure 3. Planar calibration pattern with photogrammetric 

marks. Coded (w/ annulus) and uncoded marks are used. Marks 

printed on adhesive paper labels are fixed on a wooden board. 

The 3d object coordinates of the marks are obtained by bundle 

adjustment with high precision reference scales and reference 

origin points. The mean standard deviation of the three 

coordinate components of the marks is around 0.01 𝑚𝑚 each.   

The stereo cameras are two industrial cameras of the same model 

with a 6 mm lens (Table 1). Images are taken for case 1 through 

(Figure 4) and for case 2 not through (Figure 5) the windshield. 

Around 30 images are taken by each camera in each case. The 

distance of the calibration pattern to the cameras is between 1m 

and 3m in both cases. The full field of view of each camera is 

covered by the calibration pattern over the whole image series. 

The calibration pattern is rotated between the images. The images 

are taken during daylight with infinite focus of the camera and a 

fixed focal number. Corresponding stereo images are taken 

simultaneously.  

 

 
Figure 4. Image of the left industrial camera showing the 

calibration pattern through the windshield of the car. 

For the separate image processing of both cases, the image 

coordinates of the calibration marks are measured. The 2d image 

coordinates of the marks are co-registered with the 3d object 

coordinates of the calibration pattern. Several iterations of the 

bundle adjustment are performed until the adjustment converges. 

The interior, relative, exterior orientation as well as the image 

and object coordinates are adjusted. 

 

 
Figure 5. Image of the left industrial camera showing the 

calibration pattern without looking through the windshield. 

The two values for the stereo base length are calculated. The 

hypothesis test is performed. Depth and standard deviation are 

calculated. 
 

Camera 

(SVS, 2015) 

SVS-VISTEK SVCam eco655MVGE 

Monochrome CCD 

2448 x 2050 px 

3.45 x 3.45 µm 

Optics 

(VS, 2015) 

VS Technology SV-0614H 

Focal length 6mm 

Focal number 1.4 ~ 16 

Table 1. Specifications of cameras and optics. 
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4. RESULTS AND DISCUSSION 

The bundle adjustment is calculated for both cases with two 

variations in the adjustable parameter sets (results Table 2). It 

converges in every case. The first variation considers the interior 

(including distortion coefficients), relative and exterior 

orientation as well as the image coordinates as adjustable. The 

second variation considers, that the pre-calibrated interior 

orientation (and the distortion coefficients) of the cameras do not 

depend on whether the images are taken through a windshield or 

not (cf. Peipe and Tecklenburg, 2006) and therefore these items 

are fixed in the bundle adjustment. On the other side, the first 

variation allows changes in the values of the interior orientation 

to investigate, whether and how much these items can 

compensate the effects of the windshield. In both variations, the 

object coordinates are kept fixed to introduce a scale constraint 

as the calibration pattern is not influenced by the windshield. 

 

The prior interior orientation for the cameras is obtained from a 

geometric camera calibration performed separately for both 

cameras. The prior for the relative orientation is obtained from a 

stereo calibration using the corners of a planar chessboard 

pattern.  

 

The results of the bundle adjustment show that the base length 

differs between cases 1 and 2 by around 8-10 mm. The base 

lengths are shorter for case 1. The standard deviation of the base 

length in case 2 is clearly lower than in case 1 with a ratio more 

than 5. The difference of the base lengths is much bigger than the 

3𝜎 interval around the calculated values.  

 

It is likely, that the high standard deviation in case 1 and the 

difference between the base length values is caused by the 

windshield of the car. A few effects have to be taken into account. 

First, the windshield is curved. Additionally, the curvature of the 

windshield is different within the field of view of a camera. The 

windshield has certain fabrication tolerances which might effect 

slight variations in the curvature. These aspects will lead to a 

different fraction of the image rays from the calibration marks 

outside the car going to the camera inside the car. They will 

influence the measured image coordinates. Second, the two 

cameras are looking through the windshield at different positions. 

The variations in the curvature will therefore be different for the 

field of view of both cameras. It will have an effect on the 

measured image coordinates of corresponding points in a stereo 

image pair. Third, the cameras are not placed exactly central 

behind the windshield. The curvature of the windshield differs 

between its edges and its center. The angle between the 

windshield and the optical axis of the lenses will therefore be 

different for both cameras. This might add different fraction to 

the image rays for the two cameras coming from outside the car.  

 

The measured image coordinates might be also influenced by the 

maximum distance of 3m of the calibration pattern away from the 

cameras. This causes highly non-parallel image rays from the 

different calibration marks to the camera in a pinhole model. The 

image rays therefore intersect the windshield in different angles 

and are therefore fractured differently (Figure 6). An indicator for 

this effect might be the RMS of the image coordinate residuals 

(Table 3), which is much higher for the right camera. It is also 

much higher for case 1 than for case 2. Compared to the absolute 

values of the image coordinates (around 1-2 mm), the RMS of 

the residuals is still smaller by at least factor 1000. 

 

 Left camera Right camera 

Case 𝑣𝑥  [
𝑚𝑚

100
] 𝑣𝑦  [

𝑚𝑚

100
] 𝑣𝑥  [

𝑚𝑚

100
] 𝑣𝑦  [

𝑚𝑚

100
] 

1 0.0551 0. 0710 0. 7479 0. 6238 

2 0. 0099 0. 0086 0. 1913 0. 1912 

Table 3. RMS of the image coordinate residuals (x = horizontal, 

y = vertical) for the bundle adjustment with the interior 

orientation not fixed. 

Plots (Figure 7) of the image coordinate residuals confirm that 

the residuals are much smaller if the windshield is not within the 

image ray path. In all plots the x- and y-residuals (x = horizontal, 

y = vertical) have a Gaussian shape. Although, the mean of the 

Gaussian shape of the x- and y-residuals differs slightly in each 

plot. There is no systematic occurrence, which one of the two 

coordinate components has a lower mean. In the case through the 

windshield, the Gaussian shape widens at the bottom more up, 

than in the case without the windshield. This might indicate, that 

the residuals scatter with a higher value around the mean. 

 

 

 
Figure 6. Schematic top down view: Image rays (black lines) of 

a calibration mark intersecting the windshield. If intersection is 

not orthogonal to windshield, the image ray is fractured (red 

line). 

A larger distance of the calibration pattern would make the image 

rays more parallel. This might lead to a more similar intersection 

angle and therefore a more similar fraction. It can be assumed, 

that this would reduce the influence of the windshield and its 

curvature on the image coordinates. A greater distance would 

also meet the range requirements for depth estimation in cars 

better. 
 

The typical depth range is influenced by the driving speed and 

braking distances, which is much greater than 3 m. On the other  

Table 2. Results of bundle adjustment. Column 2: Fixed parameters, which are not adjusted during bundle adjustment. (IO = Interior 

Orientation, OC = object coordinates) Colum 3 and 4: Focal length. Column 5: Redundancy. Columns 6 and 7: Base length and 

standard deviation. Column 8: Result of test for significant difference. 

Case Fix Focal length left 

camera  [mm] 

Focal length right 

camera [mm] 

Redundancy 𝑏 [𝑚𝑚] 𝜎𝑏 [𝑚𝑚] Significant difference 

1 OC 5.0322 6.4079 11311 327.4408 0.2611 yes 

2 OC 6.4393 6.3494 11342 335.3535 0.0415 

1 OC, IO 
6.1058 6.1098 

11305 323.8055 0.2584 yes 

2 OC, IO 11342 334.1634 0.0544 
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Figure 7. Residuals of image coordinates of all images. From 

top: Left camera with windshield, right camera with windshield, 

left camera without windshield, right camera without 

windshield. 

hand, the camera calibration was already performed with the 

camera focus set to infinity, so a greater distance will not affect 

the camera settings. 

At the moment, physical changes of the relative orientation of the 

cameras are not considered. Such changes may occur because of 

thermal heating caused by solar irradiation or due to mechanical 

forces affecting the camera platform and mounting caused by 

shocks while driving.  
 

The used movable calibration pattern is advantageous for the 

proposed task. Using a not movable pattern would make it 

necessary to move the car. Besides the needed space and effort to 

do it, the camera system would be exposed to mechanical forces. 

On the other side, a movable target might not be as rigid as a non-

movable one. It might be affected by torsion or small movements 

of the target during image exposure. 
 

Keeping the interior orientations fixed has only minor influence 

on the results of bundle adjustment. In both cases it leads to a 

slightly shorter base length. Also the standard deviation does not 

change very much compared to adjustable interior orientations. 

Adjustment of the interior orientation leads to a much larger 

change of the focal length of the left camera from the pre-

calibrated value in case 1 than in case 2. The different intersection 

angle through the windshield might cause this effect. Though in 

both variations the correlation 𝜌 between the focal length and the 

base length is small (−0.10 ≤ 𝜌 ≤ 0.20). 
 

The statistical test (results Table 2) is performed with a 

significance level 𝛼 = 99%. Due to the high redundancy 

obtained from the bundle adjustments, the degree of freedom can 

be assumed to be infinite for the calculation of the test threshold. 
  
The Welch’s test proves that the base length differs significantly 

between cases 1 and 2. This applies if all orientation parameters 

are being adjusted as well as if the interior orientation is kept fix. 

All other measurement conditions are the same for the two cases. 

These results allow the conclusion, that there is a significant 

influence of the windshield on the base length.  Further modelling 

of the path of the image rays through the windshield should be 

considered in the bundle adjustment to reduce the influence. 
 

The difference in the base length has influence on the depth 

values (Figure 8) of the stereo system calculated for the cases 1 

and 2.  
 

 
Figure 8. Calculated depth for a chosen set of disparity values. 

Case 1: Images through windshield (lower curve). Case 2: 

Images not through windshield (upper curve). Approx. 0.5m 

difference in depth values for a certain disparity value. 
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Between the cases, the depth values differ approximately 0.5m 

for certain disparity values. As all other parameters are the same 

for both cases, this difference can be drawn back to the base 

length. As the absolute distance range relevant for car stereo 

cameras is typically much larger than 0.5𝑚, the effect of this 

difference on driver assistance systems can be seen as small. 

 

Also the calculated standard deviation of the depth (Figure 9) is 

influenced by the base length. As expected due to the higher 

standard deviation of the base length in case 1, also the standard 

deviation of the depth is higher for this case. This difference is 

small compared to the absolute values of the standard deviation. 

The influence of the image coordinate measurements on the 

standard deviation of the depth is small. Only if the measurement 

quality is very low (~ RMS 1px), its influence on the standard 

deviation of the depth increases remarkably. The biggest 

influence even for small changes of its values has the rectified 

principal point.  

 

 
Figure 9. Standard deviation of the calculated depth for cases 1 

(upper curve) and 2 (lower curve). 

This makes it difficult to recognize an influence of the windshield 

only from the standard deviation.  It underlines, that the influence 

of the standard deviation of the base length on the standard 

deviation of the depth is small compared to other aspects. 

 

5. CONCLUSION 

In this paper, the effect of a car windshield on the depth 

calculation from stereo images was discussed. A set of image 

pairs of a rigid stereo camera system showing a planar calibration 

pattern has been taken both with and without a windshield in 

between. Bundle adjustment was used to derive the base length. 

Statistical tests proved a highly significant difference between the 

base lengths derived in the two situations. It was shown, that the 

estimated depth values differ by approximately 0.5𝑚. It could 

further be shown, that the difference in the base length results 

also in a slightly different standard deviation of the depth values. 

Images through the windshield are shown to have a bigger 

standard deviation. This can be interpreted as the necessity to 

model the image ray path through the windshield in the bundle 

adjustment to avoid this problem.  

 

Further research has to be done in the modelling of the geometry 

of the windshield and the integration of the model into a bundle 

adjustment. Future experiments should involve calibration 

targets with varying distances over the complete relevant range 

for driver assistance applications. High-precision distance 

measurements from the camera to the calibration targets should 

be performed to evaluate the accuracy of the calculated depth 

values.  
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