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ABSTRACT: 
 
In recent years, developing target detection algorithms has received growing interest in hyperspectral images. In comparison to the 
classification field, few studies have been done on dimension reduction or band selection for target detection in hyperspectral 
images. This study presents a simple method to remove bad bands from the images in a supervised manner for sub-pixel target 
detection. The proposed method is based on comparing field and laboratory spectra of the target of interest for detecting bad bands. 
For evaluation, the target detection blind test dataset is used in this study. Experimental results show that the proposed method can 
improve efficiency of the two well-known target detection methods, ACE and CEM. 
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1. INTRODUCTION 

1.1 General Instructions 

The hyperspectral imaging sensors with many narrow and 
contagious bands from the visible to the infrared region of the 
electromagnetic spectrum have substantially contributed for 
obtaining information from the objects and phenomena. In 
recent decades, target detection (TD) has received considerable 
interest in hyperspectral image processing [Geng, et al. 2014]. 
Nonetheless, detection of sub-pixel targets which only occupy 
some part of a pixel is one of the most important challenges for 
hyperspectral imaging applications because the signatures of 
such targets which are strongly mixed with their neighboring 
objects have a slightly deviate from the background signatures 
[Khazai, et al. 2013]. 
Although the abundant bands play an important role in the TD, 
the high correlation among bands makes hyperspectral data 
greatly redundant, leading to a problem such as 'Hughes 
phenomena [Hughes, 1968]. Therefore, band selection (BS), 
which can be used to address this problem, has received 
increasing attention. However, most of the existing BS 
methods for hyperspectral data are classification orientated and 
few of them are proposed specially for TD. This study presents 
a novel but simple TD method aimed at quickly detecting the 
good bands in hyperspectral images. 
 

2. MATERIAL 

2.1 Target Detection 

Supervised TD problem can be considered as a one-class 
classification problem between the target and non-target pixels 
using training data from the target class only. However, a 
spectral signature of the target sample obtained using field or 
laboratory measurements [Yang, et al. 2014, Yang, et al. 2011, 

Kuo. Et al. 2014, Jin, et al. 2009] is the only training data 
available for TD.  
 
Target detection methods can be divided into statistical and 
non-statistical methods, such as clustering based methods and 
nearest neighboring. The statistical-based methods can also be 
divided into parametric and non-parametric methods. 
The well-known  TD methods are Constrained Energy 

Minimization (CEM)[Harsanyi. 1993, Chang, et al. 2000], 
Adaptive Cosine Estimator (ACE)[Manolakis, et al. 2003], 
Spectral Angle Mapper(SAM)[Kruse, et. al. 1993], Matched 
Filter [Manolakis, et al. 2000., Chen. and Reed, 1987], 
Orthogonal Subspace Projection (OSP) [Harsanyi. and Chang, 
1994., Chang, 2005] and the kernel-sparse version of them 
[Duand, and Zhang. 2014., Zhang, Y et al. 2014., Zhang, L et 
al. 2014].  
In comparison to the classification field, few studies have been 
done on dimension reduction or band selection for target 
detection in hyperspectral images. The purpose of this study is 
to present a simple but efficient band selection method for TD. 
In this study, two common and mostly used TD algorithms, 
called ACE and CEM, are used for assessment of the proposed 
method.  
 
2.2 ACE algorithm 

ACE is one of the unstructured background models that assume 
background statistical parameters are unknown. In this method 
image background can be modelled with a normal multivariate 
distribution as B~N(μ , Г), in which μ and Г are mean and 
variance of background pixels respectively. 
Considering T and B as target and background endmember 
with their abundance as α and background additive noise W, 
presence and absent hypothesis of target can be modeled as the 
following equation: 
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So in this case used by Generalized Likelihood Ratio Test ACE 
detector defined as equation 2 [Jin, et al. 2009]. 
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2.3 CEM algorithm 

In Constrained energy minimization method based on target 
vector T, a filter such as W will be created in which after apply 
in hyperspectral data, the new image with highlighted pixels 
similar to target vector will be achieved. Using by following 
equation final value of each pixel in new image(Y) will be 
calculated [Jin, et al. 2009]. 
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Where T is the target spectrum, X is the pixel spectrum, and R 
is the background correlation or covariance matrix. In CEM 
using a specific constraint, output energy of the desired target 
will be maximized respect to other pixels. 
Similar to ACE, CEM method only used similarity comparison 
between target spectrum and image pixels and don’t need to 
know all image endmembers. 
 
2.4 Data set used 

Target Detection Blind Test (TDBT) [Kerekes, J. P.] dataset, 
which is a real hyperspectral data set, is used for our 
experiments in this study. This data set includes two HyMap 
radiance and reflectance images of Cooke City in Montana, 
USA (see Fig.1). The images were collected by an airborne 
HyMap sensor, which has 126 spectral bands. The ground 
resolution of imagery data is approximately 3m. 

Figure 1. The true colour composite of the HyMap image. The 
yellow region represents location of the targets 

 
In the image scenes, 10 sub-pixel targets were located in an 
open grass region (fig. 1) during the image acquisition. Table I 
briefly describes the characteristics of each target. In the data 
set, the lab and field-based reflectance spectra have 126 and 
2150 bands, respectively. 

 

 
Table 1. The characteristics of the sub-pixel targets 

 
3. THE PROPOSED METHOD 

The idea behind our innovation in band selection is comparing 
the laboratory and field based reflectance spectra in order to 
detect bad (noisy and damaged) bands. Since the laboratory 
spectrum of target is measured under standard conditions with 
the minimized level of noise and atmospheric effects, it can be 
considered the ideal spectrum. On the other hand, the recorded 
field-based reflectance spectrum is affected by surrounding 
objects such as vegetation and atmospheric affects specially 
water vapor absorption. Obviously, the spectrum becomes 
progressively noisier at longer wavelengths due to normal 
reduction in radiance of the illumination source, the sun. 
However, the anomalies, bad bands, can be observed in the 
field based spectrum when comparing with the laboratory 
spectrum of the target of interest. The assumption of the 
proposed BS method is that the lab-field reflectance 
differences in the spectral bands are follows the normal 
distribution. Based on this assumption, the bad bands may be 
easily detected.  Considering that most of the lab-field 
difference values are normal, in this study the bad bands are 
defined as the bands that have the difference values more than 
a 2.5 standard deviation away from the mean of the obtained 
difference values of all bands, i.e., at the significant level of 
95%. After removing the bad bands, in the second step the 
mean and the standard deviation of the remaining (good) bands 
are calculated and again bad bands are detected and removed. 
This process will be continued as long as the mean and the 
standard deviation of the difference values are smaller than a 
cutoff threshold.  
 

4. EXPERIMENTAL RESULTS 

To perform the comparison of the spectra, 2150 bands of the 
field spectrum are linearly resampled to 126 bands. Figure 2 
shows the lab and the resampled field spectra of the sub-pixel 
target F3. As can be observed, using a comparison of the lab 
and field spectra the bad bands can be detected.  
 

 
Figure 2. Laboratory (red) and resample field (blue) spectra of 

the subpixel target F3 
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In this study, the impact of BS on the sub-pixel TD detection is 
investigated. Moreover, the performance of the proposed 
method is compared the 90 good bands provided by Gergs 
[Gerg, I.]. For the evaluation, two well-known sub-pixel target 
detection algorithms, the CEM [Harsanyi, 1993] and the ACE 
[Manolakis, et al. 2003], are used. Table 2 shows the number 
of false alarms obtained for detecting the sub-pixel targets for 
each combination of the TD algorithm and the BS method. 
From this table, the use of BS method has great impact on 

reducing the false alarms. Moreover, the results indicate that 
the proposed method significantly improves the detection 
performance compared to that of the Gergs method, especially 
for detecting the sub-pixel targets F3b, F5b, and F7b. 
Easy use and computational burden reduction are advantages of 
this method. Moreover water absorption bands that usually 
manually removed in preprocessing steps of hyperspectral 
image processing, were eliminated automatically which 
indicate performance of this procedure.  

 
Table 2. Number of false alarms obtained for detecting the targets 

F3a F3b F4a F4b F5a F5b F6a F6b F7a F7b 
TD 
method 

NO bands/BS 
method 

127271 172602 2 21 1 775 1 9 13712 61925 ACE All 
bands(126) 37669 142241 39 316 19 348 28 102 2876 26686 CEM 

50849 219044 20 31 26 25607 1 3019 146679 40025 ACE Gergs 
bands(90) 7240 106859 318 386 299 14989 21 1288 172119 14370 CEM 

1 23 1 81 1 29 1 9 62787 2677 ACE Proposed 
method 64 470 50 563 16 181 14 72 19044 2116 CEM 

 
 

5. CONCLUSION 

In this study a simple method was proposed for band selection 
for supervised TD.  The proposed method was based on 
comparing field and laboratory spectra of the target of interest 
for detecting bad bands in hyperspectral images.  
Experimental results obtained on the target detection blind test 
dataset showed that compared to using all bands and the bands 
selected by Gerges method, the proposed band selection 
method applied to the ACE and CEM sub-pixel TD algorithms 
results in improved and detection performance with decreased 
false alarms. 
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