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ABSTRACT: 

 

Classification is the most important method to determine type of crop contained in a region for agricultural planning. There are two 

types of the classification. First is pixel based and the other is object based classification method. While pixel based classification 

methods are based on the information in each pixel, object based classification method is based on objects or image objects that 

formed by the combination of information from a set of similar pixels. Multispectral image contains a higher degree of spectral 

resolution than a panchromatic image. Panchromatic image have a higher spatial resolution than a multispectral image. Pan 

sharpening is a process of merging high spatial resolution panchromatic and high spectral resolution multispectral imagery to create 

a single high resolution color image. The aim of the study was to compare the potential classification accuracy provided by pan 

sharpened image. In this study, SPOT 5 image was used dated April 2013. 5m panchromatic image and 10m multispectral image are 

pan sharpened. Four different classification methods were investigated: maximum likelihood, decision tree, support vector machine 

at the pixel level and object based classification methods. SPOT 5 pan sharpened image was used to classification sun flowers and 

corn in a study site located at Kadirli region on Osmaniye in Turkey. The effects of pan sharpened image on classification results 

were also examined. Accuracy assessment showed that the object based classification resulted in the better overall accuracy values 

than the others. The results that indicate that these classification methods can be used for identifying sun flower and corn and 

estimating crop areas.  
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1. INTRODUCTION 

To determine the crop types is very important for agricultural 

planning located in a region. The image classification 

algorithms are intensely used in determination of the crop type 

in remote sensing since they are operable with synoptic view 

and larger areas. Image classification is a process of 

determination of the class to which each pixel in an image 

pertains. The image classification is generally considered in two 

parts such as pixel-based classification and object-based 

classification. General opinion is that the object-based 

classification is better than pixel based classification (Willhauck 

et al. 2000; Jensen et al. 2006; Yan et al. 2006; Hong et al. 

2007; Platt and Rapoza 2008; Gao and Mas 2008; Weih and 

Riggan 2010; Whiteside et al. 2011; Myint et al. 2011; Yang et 

al. 2011). In contrast some of common pixel-based methods can 

be used in classification. The advanced classification algorithms 

include the artificial neural networks (ANN), decision trees, 

support vector machines, and object based image analysis 

(Lawrence et al., 2004; Mahesh and Mather, 2003; Kim et al., 

2003; Mitra et al., 2004; Verbeke et al., 2004; Foody, 1986; 

Lucieer, 2008; Hay et al., 2003; Blaschke and Lang, 2006; 

Foody et al. 2004, Pal and Mather 2005; Oommen et al. 

2008; Naguib et al. 2009;Huang et al. 2002;Hoberg and Müller 

2011;Ahmed et al. 2012; Rumpf et al. 2012;Yang et al. 

2011;Faria et al. 2012;Shao and Lunetta 2012). 

 

Pan-sharpening methods have been used for remote-sensing 

applications (Pohl and Van Genderen, 1998; Zhang, 

2004; Garzelli et al., 2004). These methods have been 

developed in a high-resolution Pan image with an multi spectral 

remote-sensing image such as based on transform methods 

including the Intensity-Hue-Saturation (IHS) (Choi et al., 

2000; Te-Ming et al., 2004; Choi, 2006), Brovey (Du et al., 

2007; Bovolo et al., 2010), Principal Component Analysis 

(PCA) (Shettigara, 1992; Shah et al., 2008). Gram-schmidt pan-

sharpen method is the most commonly used method for pan 

sharpening (Aiazzi, 2007; Maurer 2013;Laben and Brower, 

2000).  

 

In this study, to determine corn, sunflower classes with 

multispectral image and pan sharpened image are used by the 

maximum likelihood, support vector machines, decision tree 

and object based classification methods. Gram-schmidt pan-

sharpen method is used for pan sharpening. The effects of pan 

sharpened image on classification results are discussed, and the 

accuracies are compared with each others.  
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2. METHODS 

2.1  Description of study area and data used 

The area selected for the study area is located in fertile soil in 

east coast of Ceyhan River in the east of Çukurova in East 

Mediterranean Region, involving Ceyhan, Kadirli and Kozan. 

Osmaniye is located between 35 52' - 36 42' Meridian 

(longitudes) East of Greenwich and 36 57' - 37 45' Parallel 

North (latitudes). 

 

SPOT 5 was launched on May 4th, 2002. The satellite includes 

two HRG sensors with capability to sense in high resolution. 

With this sensor, data in 2.5 meter x 5 meter can be provided in 

panchromatic sensing mode, and data in 10 meter or better 

resolution can be provided in multi-spectral sensing mode. 4-

band (Red, Green, Blue and NIR) SPOT 5 image with 10m 

spatial resolution, dated 2013 was used in the study (Figure 1) 

(itu cscrs 2015). 

 

 
 
Figure 1. Study area including Kadirli, Ceyhan and Osmaniye in 

Turkey. 

 

 

2.2 Pan Sharpening 

Pan sharpening is the process of merging high-resolution 

panchromatic and lower resolution multispectral imagery to 

create a single high-resolution color image.  The Gram Schmidt 

pan-sharpening method is based on a general algorithm for 

vector orthogonalization—the Gram-Schmidt orthogonalization. 

This algorithm takes in vectors (for example, 3 vectors in 3D 

space) that are not orthogonal, and then rotates them so that 

they are orthogonal afterward. In the case of images, each band 

(panchromatic, red, green, blue, and infrared) corresponds to 

one high-dimensional vector (Laben and Brower, 1998).  

In the Gram-Schmidt pan-sharpening method, the first step is to 

create a low-resolution pan band by computing a weighted 

average of the MS bands. Next, these bands are decorrelated 

using the Gram-Schmidt orthogonalization algorithm, treating 

each band as one multidimensional vector. The simulated low-

resolution pan band is used as the first vector; which is not 

rotated or transformed. The low-resolution pan band is then 

replaced by the high-resolution pan band, and all bands are 

back-transformed in high resolution (Laben and Brower, 1998). 

2.3 Pixel-Based Classification 

The base unit is accepted as pixel in pixel-based classification 

which is a traditional classification method. In the pixel-based 

method, the proximity of each pixel is compared to the class to 

be assigned hereof (Casals-Carrasco et al. 2000). The pixel-

based classification method is divided in two parts such as 

supervised classification and unsupervised classification 

methods. Maximum likelihood (Yang et al. 2011), minimum 

distance (Campbell 2002) and parallelepiped classification are 

the most common supervised classification methods (Yang et al. 

2011; Campbell 2002). 

 

2.3.1 Support Vector Machine: Use of approach of support 

vector machines also in remote sensing and image classification 

was introduced initially by Gualtieri and Cromp (1998). It was 

presented more comprehensively by Burges (1998); Huang et 

al. (2002); Richards and Jia (2006). Support Vector Machines 

(SVM) is a supervised classification algorithm based on 

statistical learning theory. 

 

2.3.2 Decision Tree: A decision tree classifier is a non-

parametric supervised learning classifier that does not require 

any a priori statistical assumptions to be made regarding the 

distribution of data. The goal is to create a model that predicts 

the value of a target variable by learning simple decision rules 

inferred from the data features. The process of building the 

decision tree is presented in Quinlan (1993). The basic structure 

of the decision tree however, consists of one root node, a 

number of internal nodes and finally a set of terminal nodes. 

The data is recursively divided down the decision tree according 

to the defined classification framework. 

 

2.4 Object-Based Classification 

The base unit is accepted as pixel in pixel-based classification 

which is a traditional classification method. However, the 

heterogeneity of pixels within the work area and crop variability 

increased the use of object-based methods in remote sensing 

works (Blaschke 2010). 

 

 

3. RESULTS and DISCUSSION 

Atmospheric and geometrical correction processes were 

implemented on a satellite image by means of ENVI program. 

The atmospheric correction was carried out by means of QUick 

Atmospheric Correction method. Geometric transformation of 

the image was obtained with 0.42 RMSE by means of second 

degree polynomial transformation by the help of 16 land control 

points acquired by RTK-GNSS and the first neighbor 

resampling method (Dymond and Shepherd 2004). The pixel-

based classification operations and Gram-Schmidt pan-

sharpening method are performed with ENVI program, and the 
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object-based classification operation is performed through 

Definiens eCognition Developer. 

 

 

 

 

Figure 2. Pancromatic image, multispectral image and pan 

sharpened image. 

 

The first stage of the object-based classification operation is the 

segmentation step (Figure 2). Multi-resolution segmentation 

operation was used in segmentation stage performed in e-

Cognition program. In this segmentation algorithm, the 

parameters such as scale, shape and compactness are the 

parameters affecting the classification accuracy. The scale was 

selected as 60, the shape was selected 0.5, and the compactness 

was selected as 0.2. 

 

 
 

Figure 3.Segments at the segmentation stage of object-based 

classification 

 

Two classes such as sunflower, corn were determined in the 

classification stage. The classification was made by the nearest-

neighborhood method in the classification stage. 

 

In order to prevent a subjective estimation in remote sensing, a 

confusion matrix which determines the accuracy of the method 

by comparing the land data of which accuracy is known with 

the percent of classified pixels assigned to each class 

(Congalton 1991). The general accuracy in confusion matrix 

indicates the percentage of pixels correctly classified. The 

producer accuracy and omission error indicates the probability 

that the classified pixel is actually represented in that class. The 

acceptable general accuracy is 85% in general accuracy (Foody 

2002). The user accuracy and omission error indicates how well 

the pixels in supervision set are classified (Rogan et al. 2002). 

When the kappa coefficient is above 0.8, it was stated that the 

classification is healthy (Landis and Kock 1977). Montserud 

and Leamans (1992) stated that it is not chance that the kappa 

value is higher than 0.75. 

 

The accuracy analysis of classification results are performed in 

accordance with the method of ‘Error Matrix based on TTA 

Mask’. The classified image and sample areas selected for the 

test data on the segmented image was compared, and the error 

matrices were obtained. 

 

 General 

accuracy 

Kappa 

Maximum likelihood 

classification (%) 

90 0,67 

Support vector machines 

classification (%) 

90 0,70 

Decision tree classification 

(%) 

91 0.78 

Object-Based classification 

(%) 

93 0,90 

Chart 1. Pixel and Object based classification results 
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 General 

accuracy 

Kappa 

Maximum likelihood 

classification (%) 

92 0,89 

Support vector machines 

classification (%) 

91 0,88 

Decision tree classification 

(%) 

92 0.87 

Object-Based classification 

(%) 

95 0,93 

 

Chart 2. Classification results obtained from the pan sharpened 

image 

 

The maximum likelihood method (90%, kappa 0.67), support 

vector machines (90%, kappa 0.70), spectral decision tree  

(91%, kappa 0.78) methods were used in pixel-based 

classification. Object based classification (%93, kappa 0.90) 

accuracy was obtained. Multispectral and panchromatic images 

were pan sharpened by  Gram-schmidt pan-sharpen method.  

Pan sharpened image was used to determine corn and sunflower 

with four different classification methods are compared: 

maximum likelihood, decision tree, support vector machine at 

the pixel level and object based classification methods. The 

maximum likelihood method (92%, kappa 0.89), support vector 

machines (91%, kappa 0.88), spectral decision tree (92%, kappa 

0.87) methods were used in pixel-based classification. Object 

based classification (%95, kappa 0.93) accuracy was obtained.  

 

4. CONCLUSION and DISCUSSION 

In the present study, four different classification methods 

accuracies are compared: maximum likelihood, decision tree, 

support vector machine at the pixel level and object based 

classification methods  are provided by pan sharpened image 

and multispectral image. In this study, multispectral and 

panchromatic satellite images of Kadirli region in Osmaniye by 

SPOT 5 dated May 2013 were used. 5m panchromatic image 

and 10m multispectral image are pan sharpened. SPOT 5 pan 

sharpened image was used to classification sun flowers and corn 

in a study site located at Kadirli region on Osmaniye in Turkey. 

Pan sharpened image considerably increased the kappa values. 

It is considered that the accuracy of the pixel-based 

classification is a result of selecting the test and control fields 

which represent the land cover well and capturing the satellite 

image when it features the best projection value for the plants 

selected. Accuracy assessment showed that the object based 

classification resulted in the best overall accuracy values. The 

results that indicate that these classification methods can be 

used for identifying sun flower and corn and estimating crop 

areas. 
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