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ABSTRACT: 

 

Updated road databases are required for many purposes such as urban planning, disaster management, car navigation, route planning, 

traffic management and emergency handling. In the last decade, the improvement in spatial resolution of VHR civilian satellite sensors 

– as the main source of large scale mapping applications – was so considerable that GSD has become finer than size of common urban 

objects of interest such as building, trees and road parts. This technological advancement pushed the development of “Object-based 

Image Analysis (OBIA)” as an alternative to pixel-based image analysis methods.  

Segmentation as one of the main stages of OBIA provides the image objects on which most of the following processes will be applied. 

Therefore, the success of an OBIA approach is strongly affected by the segmentation quality. In this paper, we propose a purpose-

dependent refinement strategy in order to group road segments in urban areas using maximal similarity based region merging. For 

investigations with the proposed method, we use high resolution images of some urban sites. The promising results suggest that the 

proposed approach is applicable in grouping of road segments in urban areas. 

 

 

1. INTRODUCTION 

Updated road databases are required for many purposes such as 

urban planning, disaster management, car navigation systems, 

route planning, traffic management, emergency handling, etc. 

(Grote, et al., 2012). Intensive research has been conducted on 

automatic road extraction from VHR optical images (Mayer, et 

al., 2006), SAR images (Hedman, et al., 2004; Saati, et al., 2015), 

LiDAR data (Samadzadegan, et al., 2009) and on the integration 

of different data sources (Rahimi, et al., 2015). Nevertheless it is 

still one of the important and challenging subjects in urban 

remote sensing. 

 

The advent of VHR satellites led to a paradigm shift in optical 

remote sensing (Blaschke, et al., 2014; Dey, et al., 2010). The 

spatial resolution (GSD) of VHR satellite sensors has become 

finer than the size of common urban objects of interest such as 

buildings, trees and road parts. These objects are imaged in 

several pixels. A consequence of this is the increase of the within-

class spectral variability and the decrease of the potential 

accuracy of per-pixel approaches (Blaschke, et al., 2014). Object-

based image analysis (OBIA) or Geographic Object-Based Image 

Analysis (GEOBIA) was shown to be superior to pixel-based 

analysis in many applications especially when applied to high-

resolution images (). For example, in object based classification 

processes spectral, textural, structural information as well as 

context can be used. 

 

Regions as the smallest meaningful entities (objects) can be 

generated by an image segmentation process (Wang, et al., 2010). 

This step is crucial since it provides the basic units (image 

objects) on which later process will be applied. Therefore, the 

success of an OBIA approach is related to the quality of 

segmentation result (Sebari, et al., 2013; Wang, et al., 2014; 

Maboudi, et al., 2015; Nikfar, et al., 2015). 

*  Corresponding author 
 

 

In recent years an increasing body of research has delved into the 

problem of segmentation and region merging (Dey, et al., 2010; 

Wang, et al., 2014; Grote, et al., 2012; Baatz, et al., 2000). 

(Arbelaez, et al., 2014) presented combinatorial grouping to 

achieve multi-scale regions. (Calderero, et al., 2010) proposed a 

statistical based family of unsupervised region merging methods 

providing a set of the most relevant multi-level region-based 

explanations of an image. The methodology described by (Peng, 

et al., 2011) considers segmentation as a region-merging process 

which is formulated as an inference problem. The proposed 

predicate is based on measuring the dissimilarity between pixels 

along the boundary of two regions which can be interpreted as a 

combination of a consistency measure and a similarity measure. 

In (Grote, et al., 2012), initial normalized cuts segmentation is 

followed by a grouping algorithm based on radiometric and 

geometric criteria of the segments in order to compensate for 

oversegmentation of semi-urban areas in aerial images. The 

combination of the grouping criteria is based on a fuzzy system. 

This algorithm which is designed for road extraction, produces 

impressive results. Nevertheless, abundance of thresholds and 

parameters which are set empirically, still leaves room for 

improvement. (Ning, et al., 2010) proposed a threshold free 

interactive region merging method based on histograms of image 

regions. In their method, the interactive information is introduced 

as markers, which are input by the users to indicate some parts of 

the object and background. This method calculates the similarity 

of different regions and merges them based on a maximal 

similarity rule. The object is extracted from the background when 

the merging process ends.  

 

The remainder of this paper is organized as follows. The 

methodology including marker generation, super-pixel 

segmentation and markers refinement, maximal-similarity based 
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region merging is presented in section 2.1. Afterwards, 

experimental results and conclusions are drawn in sections 3 

and 4, respectively. 

 

2. METHODOLOGY 

In this paper, an object based method for purpose dependent 

grouping of the segments is proposed to group road segments in 

high resolution images. As it is shown in Figure 1, a multi 

resolution segmentation is employed to initially generate image 

regions. Next a rule-based classification partitions these regions 

into three classes, in our application into road and non-road 

objects (both will serve as initial markers) and unclassified 

objects. In addition a super-pixel segmentation is adopted to 

over-segment the image. The markers are then refined to match 

with the super-pixels and form the final marker image. Finally, 

the high resolution image and marker image as well as super-

pixels are employed as input of Maximal Similarity based Region 

Merging (MSRM) to group the objects i.e. road and background 

objects. Details of all stages are described in following sections. 

 

 
 

Figure 1. Flowchart of the proposed approach. 

 

2.1 Marker Generation 

As an important part of interactive maximal-similarity based 

region merging, the user needs to specify information about the 

road and background by drawing markers, which could be lines, 

curves and strokes on the image. Utilizing these markers, the 

image regions can be divided into three categories: 1) road 

marker regions, 2) background marker regions and 3) non-

marked regions. This approach relies on a considerable user 

interaction to separate road objects from background. This makes 

automatic image segmentation and grouping techniques more 

appealing (Peng, et al., 2011). As an alternative to the interactive 

marker drawing we aim at defining the marker regions by 

classification and refinement. This is explained in the following.  

 

2.1.1 Multi Resolution Segmentation: Formally, image 

segmentation is defined as a procedure of dividing an image into 

non-overlapping regions of pixels which have similar properties 

according to a criteria (Pal, et al., 1993). To be more exact, a 

complete segmentation of an image (I) can be considered as a set 

of regions 𝑅 = {𝑅𝑖 , 𝑖 = 1,2,… , 𝑁} that fulfil the following 

conditions (Sonka, et al., 2008): 

 

{
 
 

 
 
𝑅𝑖 ∩ 𝑅𝑗 = ∅         ∀𝑖 ≠ 𝑗

⋃𝑅𝑖 = 𝐼

𝑁

𝑖=1

                  

 

 

 

(1) 

Multi-resolution segmentation according to (Baatz, et al., 2000) 

is a bottom up region-merging technique starting with one-pixel 

objects. In each merging step, the algorithm tries to minimize the 

fusion factor of resulting objects, which is defined as: 

𝑓 = W𝑐𝑜𝑙𝑜𝑟 . 𝑑ℎ𝑐𝑜𝑙𝑜𝑟 +W𝑠ℎ𝑎𝑝𝑒 . 𝑑ℎ𝑠ℎ𝑎𝑝𝑒  . (2) 

where W𝑐𝑜𝑙𝑜𝑟 and W𝑠ℎ𝑎𝑝𝑒 are the weight of color heterogeneity 

and the weight of shape heterogeneity and 𝑑ℎ𝑐𝑜𝑙𝑜𝑟  and 𝑑ℎ𝑠ℎ𝑎𝑝𝑒 

are the difference in spectral heterogeneity and the difference in 

shape heterogeneity. W𝑐𝑜𝑙𝑜𝑟 controls the significance of color 

heterogeneity and W𝑠ℎ𝑎𝑝𝑒 determines the impact of shape 

heterogeneity in merging two objects. This weights must fulfil 

the following constraint: 

W𝑐𝑜𝑙𝑜𝑟 +W𝑠ℎ𝑎𝑝𝑒 = 1 . (3) 

There are some attempts to optimize the multi resolution 

segmentation parameters (Saba, et al., 2016). However, in our 

application, the extraction of objects need not to be restricted by 

shape constraints (referring to smoothness and compactness) and 

we just need to consider the spectral heterogeneity. Therefore, we 

set W𝑠ℎ𝑎𝑝𝑒 to 0. So, the fusion factor between two objects can be 

defined as (Baatz, et al., 2000): 

𝑓 = 𝑑ℎ𝑐𝑜𝑙𝑜𝑟 = 𝑛𝑚. ℎ𝑚 − (𝑛1. ℎ1 + 𝑛2. ℎ2) . (4) 

where 1 and 2 are the indices of the two neighboring objects, 𝑚 

is the index of the merged object and 𝑛 is the number of pixels in 

each of the objects. ℎ is the spectral heterogeneity defined by the 

standard deviation of pixel values in each object.  

 

Figure 2(a) shows an image which was taken from Google Earth 

to illustrate the processing. The segmentation result using a multi 

resolution method that is based on the fusion factor (4) is shown 

in Figure 2(b). 

 

  
a b 

Figure 2. a) High resolution image; b) multi resolution 

segmentation results 

 

The irregular shape of the objects indicates that no shape 

constraint is included in the fusion factor employed for 

segmentation.  

2.1.2 Classification: After segmentation, we use the linearity 

feature index LFI (Miao, et al., 2013) to discriminate potential 

road segments from other segments. LFI is defined as: 

𝐿𝐹𝐼 =
𝐷𝑀𝐵𝑅
2

𝐴
  , (5) 

where 𝐷𝑀𝐵𝑅 is the diagonal of minimum bounding rectangle of 

the object and 𝐴 is the area of the object.  
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Classification by applying a threshold on the LFI values of 

objects results in road segments as well as elongated non-road 

objects. Next, we eliminate very narrow and long objects using 

external knowledge about the width of the roads. Further, objects 

are removed from the classification result utilizing some spectral 

and textural features. These features include hue, saturation, and 

standard deviation of pixel values in each band and second 

angular momentum of pixels of each object. The result of 

classification is depicted in Figure 3. 

 

 

Figure 3. Object based classification result 

 

Highlighted in green are the road markers. The blue regions 

represent the background markers. All other regions are 

unmarked because they are unclassified. 

 

2.2 Super-Pixel Segmentation and Markers Refinement:  

Super-pixel segmentation groups pixels into perceptually 

meaningful atomic regions which can be used to replace the rigid 

structure of the pixel grid. They capture image redundancy, 

provide a convenient primitive to compute image features, and 

greatly reduce the complexity of subsequent image processing 

tasks (Achanta, et al., 2012). There are many approaches to 

generate super-pixels, each with its own advantages and 

limitations. In this research the super-pixel segmentation method 

proposed in (Mori, 2005) is employed to partition the image into 

homogenous regions. We adopt this method due to its high 

robustness and less computational costs. Moreover, it 

demonstrates a very good boundary recall performance (Achanta, 

et al., 2012). A high boundary recall indicates that very few true 

edges were missed. Super-pixels achieved by this method are 

depicted in Figure 4(a). 

 

  
a b 

Figure 4. Markers refinement. a) Super-pixel segmentation 

result; b) Refined markers 

 

It can be seen from Figure 2(b) and Figure 4(a) that objects 

achieved from multi-resolution segmentation and super-pixel 

segmentation do not coincide. There are many possibilities for 

transferring the classification result related to the multi-

resolution segmentation into super-pixels. Here, we use the 

following rules: 

 

1. If a super-pixel does not coincide with any labelled 

object, consider it as unclassified. 

2. If a super-pixel coincides with more than one object, 

consider it as unclassified. 

3. If the overlapping area between a super-pixel and a 

labelled object is more than 30% of the areas of the super-

pixel, label the super-pixel same as that object.  

 

The 30% value is found empirically. The final classification 

result utilizing these three rules is depicted in Figure 4(b). A high 

completeness of the classification result is not critical. But 

important is the correctness of labeled markers as the next 

processing step relies on this result.   

 

2.3 Maximal-similarity based region merging 

The last step aims at a perceptually coherent grouping of the raw 

regions produced by super-pixel segmentation (Figure 4(a)). 

Object grouping can be considered as grouping of relevant 

regions such that: 

 

𝐺 = {𝐺𝑖 , 𝑖 = 1,2, … ,𝑀},   𝑀 < 𝑁 (6) 

 

where 𝑀 is number of region after grouping and 𝑁 is the number 

of all segments before grouping defined in (1).  

 

(Luo, et al., 2003) categorized the region grouping algorithms 

into following groups: 

 

1. Non-purposive grouping (NPG)  

2. Purposive grouping (PG) 

 

NPG is based on general expectations of a good segmentation. 

First, NPG involves merging small regions into large regions, and 

merging neighbouring regions with similar properties. In 

addition, NPG also tries to group regions belonging to the same 

object based on smooth, non-coincidental connection of joints 

between parts of the same object, without resorting to knowledge 

of specific objects. In contrast, PG or application dependent 

grouping relies or properties or models of specific objects. 

Because the focus in road extraction is on a specific object, i.e. 

road, a purpose dependent strategy is employed in this paper. Our 

goal is to select an assembly of regions that is maximally road-

like. MSRM introduced by (Ning, et al., 2010) is a region 

merging approach which relies on user defined markers. It 

performs well in separating an object from background. Roads in 

remote sensing images mostly tend to show up as connected road 

segments. Motivated by this fact, we adopted MSRM to group 

road segments and separate them from background, i.e. non-road 

segments.  

 

One of the key issues in region merging algorithms is the merging 

criterion that defines the cost of merging two regions or the 

similarity between two regions. In MSRM the similarity between 

two arbitrary objects 𝐴 and 𝐵 is defined as: 

 

𝑆𝑖𝑚(𝐴, 𝐵) =∑√𝑁𝐻𝐴
𝑖 ∙ 𝑁𝐻𝐵

𝑖

𝑃

1

 

 

(7) 

where 𝑃 = 𝑏3 and 𝑏 is number of bins of each colour channel 

histogram, 𝑁𝐻𝐴  and 𝑁𝐻𝐵  are the normalized histograms of 𝐴 

and 𝐵, respectively, and 𝑖 is a superscript which represents the 

𝑖th element of histograms. This similarity measure can be 

considered geometrically as (Ning, et al., 2010): 

 

𝑆𝑖𝑚(𝐴, 𝐵) = cos−1(𝑁𝐻⃗⃗⃗⃗ ⃗⃗ 𝐴 ∙ 𝑁𝐻⃗⃗⃗⃗ ⃗⃗ 𝐵) (8) 
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After defining the similarity measure, a strategy for finding the 

image objects for a merge is required. Starting with an arbitrary 

object 𝐴, different heuristics can be applied to find an adjacent 

object 𝐵 for the merge. (Baatz, et al., 2000) presented four 

strategies by an increasing constraint in terms of freedom of 

choice: 1)Fitting; 2) Best Fitting; 3) Local mutual best fitting and 

4) Global mutual best fitting. MSRM belongs to the second 

category. The merging strategy used in MSRM states that two 

arbitrary regions 𝐴 and 𝐵 can merge together if and only if the 

condition (9) is fulfilled. 

𝑆𝑖𝑚(𝐴, 𝐵) = max
𝑖
(𝑆𝑖𝑚(𝐵,𝑁𝐵

𝑖 )) (9) 

 

where 𝑁𝐵  is the set of 𝐵’s adjacent regions. The interested 

readers can find further detail of this algorithm in (Ning, et al., 

2010). 

 

MSRM with more markers performs better than with few 

markers (Ning, et al., 2010). Moreover, objects and background 

can be correctly extracted as long as the markers cover its main 

regions. However in aerial or satellite images, a road network 

may split into many parts due to occlusion, shadows, etc. 

Furthermore, spectral variations on a road surface may lead to 

disjointed road parts. In consequence, interactive methods of 

introducing markers would be very elaborative and time 

consuming. Therefore, we use the classification result for which 

the correctness is high (Figure 4(b)) as the markers for MSRM. 

Figure 5(a) shows the result of MSRM using the classification 

based markers.  

 

  

a b 

 
c) 

Figure 5. Study a) MSRM result obtained by classification 

based markers; b) MSRM result produced by interactive 

markers; c) Ground truth 

 

For comparison, an interactive grouping result using some user 

marked road and non-road objects is depicted in Figure 5(b). 

Finally the ground truth of this dataset in shown in Figure 5(c). 

As can be seen in Figure 5(a), the approach was mostly successful 

to join the road segments correctly. Although there are some 

small areas that are wrongly attached to road parts. 

 

3. EXPERIMENTAL RESULTS 

Experimental results are presented to validate the efficiency of 

proposed method for grouping road segments in a high resolution 

image. Figure 7 depicts a high resolution image of an urban site. 

 

Figure 6. An urban study area  

 

The test image has three RGB bands with the approximate spatial 

resolution of 1m/pixel. In our study, no proper geographical 

database for road network was available. Therefore the reference 

road network is digitized manually in ArcGIS 10.3 and is shown 

in Figure 7. 

 

 

Figure 7. Ground truth of study area  

 

The approach described in the previous section is applied to the 

image. Result of road segment grouping is depicted in Figure 8. 
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Figure 8. result of proposed grouping approach  

It can be seen from Figure 8 that most parts of the roads are 

properly extracted.  

In order to assess the performance of proposed approach 

quantitavely, three metrics are employed:  

 

1. Completeness: the ratio of the true positives over the sum 

of the true positives and false negatives. 
2. Correctness: the ratio of the true positives over the sum of 

the true and false positives. 

3. Quality: the ratio of the true positives over the sum of the 

true and false positives and false negatives. 
 
In Figure 9 true positive are shown in red, false positive in green 
and false negative in blue.  
 

 
Figure 9. result of proposed grouping approach  

 
The quantitative evaluation results are shown in Table 1. 

 

Metric Correctness Completeness Quality 

Value 91% 75% 70% 

Table 1. Quantitative evaluation results in terms of the three 

evaluation metrics: completeness, correctness, and quality 

 

As it can be seen from Table 1, the correctness of approach 

extracted is high. However some road segments are missing. 

Missing parts are mostly due to the lack of the object markers 

near those segments or because of a misclassification of initial 

objects.  

 

 

4. CONCLUSION 

In this paper, we have presented a strategy for automating the 

grouping of road segments in VHR images based on a purpose 

dependent grouping approach. The method is an extended 

version of the MSRM algorithm proposed by (Ning, et al., 2010) 

which is customized for road network segmentation. Image 

segmentation is performed in two steps. In the first step, a rough 

and robust rule-based classification method is utilized to produce 

markers rather than interactively drawing the markers. This is the 

main extension to the original MSRM. In the next step, markers 

are used for grouping image objects which are not previously 

classified. The methodology was successfully evaluated by 

inspection of results. It approves the applicability of the proposed 

methodology for the segmentation of road networks in urban 

areas. However, MSRM just relies on histograms of pixel values 

and it leads to some wrong groupings of objects which are 

spectrally similar to the road. Furthermore, it is very sensitive to 

any false marking. Thus there is still room for an improvement in 

the grouping step. Future works can concentrate on employing 

more advanced object similarity criteria and improving the 

classification quality. Moreover the result of this approach can be 

used as a very good initial value for snake-based approaches. 
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