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ABSTRACT:

The Worldwide spread of relatively low cost mobile devices embedded with dual rear cameras enables the possibility of exploiting
smartphone stereo vision for producing 3D models. Despite such idea is quite attractive, the small baseline between the two cameras
restricts the depth discrimination ability of this kind of stereo vision systems. This paper presents the results obtained with a smartphone
stereo vision system by using two rear cameras with different focal length: this operating condition clearly reduces the matchable area.
Nevertheless, 3D reconstruction is still possible and the obtained results are evaluated for several camera-object distances.

1. INTRODUCTION

The fast development of imaging and positioning sensors enabled
the realization of several Mobile Mapping Systems (MMSs), i.e.
systems able to efficiently acquire three dimensional data using
moving sensors (Schwarz and El-Sheimy, 2004} |Puente et al.,
2013). Despite most of the mobile mapping systems were based
on the use of terrestrial vehicles, actually nowadays a number of
different solutions are available, e.g. aerial, marine platforms,
and human-carried equipment (Nex and Remondino, 2014/ |Lo et
al., 2015).

Thanks to the availability of such systems and to the spread of
several location based services, the worldwide quest for accurate
and ubiquitous 3D models of the reality is continuously increas-
ing, making the fast collection of geospatial data a must for a
wide spread of applications based on the use of geographical in-
formation. Thanks to their ability to quickly collect huge amount
of data and efficiently surveying quite large areas (Tao and Li,
2007, |Piras et al., 2008), mobile mapping systems represent an
ideal solution to such quest for accurate 3D models generation.

Actually, the large demand of location based services related to
places inside of buildings and human constructions is signifi-
cantly increasing the request for indoor mapping and navigation.
Differently from the outdoor case, the typical dimensions of rooms
and corridors in indoor environments are quite narrow, hence this
makes indoor mapping and navigation very difficult with the pre-
viously mentioned solutions developed for the outdoors case.

The necessity for very portable devices and the increasing com-
putational power and availability of sensors already embedded
in the device are making smartphones very attractive solutions
for such kind of applications. Nowadays, standard smartphones
are provided of several sensors such as accelerometer, gyroscope,
magnetometer, barometer, WiFi and Bluetooth receivers. Several
techniques of information fusion of measurements provided by
such sensors have already been investigated by a number of au-
thors (Zhuang et al., 2016| Yu et al., 2017), showing that their
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combination can enable indoor positioning with a reasonable ac-
curacy (even if the error is typically higher with respect to out-
doors performance of high grade GNSS receivers).

Furthermore, as already considered in several works in the lit-
erature (Nocerino et al., 2017), the standard smartphone camera
can be conveniently used as an imaging sensor for obtaining 3D
photogrammetric models of the area of interest. However, certain
external information should be added in order to obtain a met-
ric reconstruction (Alsubaie et al., 2017, Masiero et al., 2018).
Actually, a double rear camera is embedded in most of the re-
cent smartphones, thus potentially enabling stereo-vision 3D re-
construction. Despite stereo-vision might potentially be imple-
mented on a wide variety of smartphones, in practice most of
the producers have limited the dual camera access to developers,
hence stereo-vision in most of the cases can be implemented only
by the producers themselves.

Given the above limitations, this paper aims at assessing the re-
sults of stereo-vision reconstruction obtained by using an LG G6
smartphone. Indeed, to the best of our knowledge, LG is the
only smartphone producer that is currently allowing developers
to fully access to the dual camera. In fact, since the two cam-
eras are very close to each other, 3D reconstruction can be done
only for quite close objects. Furthermore, since the two cam-
eras embedded in the LG G6 have a quite different focal length,
pixel matching between the two images cannot be done exploiting
all the sensor pixels. A clear benefit of using such dual camera
stereo-vision instead of single camera photogrammetry is clearly
the possibility of 3D metric reconstruction without the need of
any external information.

During the recent years several depth sensors have been develeped,
which can be used for indoor mapping and object 3D modelling.

Among them, a quite famous example is the Microsoft Kinect

depth sensor, which has been already widely used in literature for

indoor mapping (Khoshelham and Elberink, 2012).

This aim of this paper is that of assessing the stereo-vision 3D
reconstruction ability of a smartphone, in particular taking into
account also of the expected performance of other relatively low
cost systems such as the Kinect sensor (Toth et al., 2012).
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2. SMARTPHONE BASED PHOTOGRAMMETRY

Photogrammetry has been widely used in the recent past for pro-
ducing 3D representations of reality. In particular, it has become
extremely popular after the development of several commercial
software based on the implementation of the Structure from Mo-
tion (SfM) approach. Indeed, the typical easiness of use of such
kind software is enabling the production of photogrammetric 3D
models to not so specialized persons as well.

Given the large spread of smartphones, tablets and similar mobile
devices embedded with cameras, it is quite clear that the usage of
such kind of devices for producing photo-based 3D models (Al
|[Hamad and El Sheimy, 2014} Micheletti et al., 2015) and for

However, photo-based 3D models produced by single camera
systems typically requires external information in order to be
properly scaled, i.e. to become a metric reconstruction. Con-
trol points and GNSS measurements are often used for such pur-
pose (and for georeferencing the 3D model as well). Despite
this procedure is widely used and it is well known to ensure re-
liable and accurate results, the use of GNSS and control points
is not always possible, e.g. indoors, in GNSS denied environ-
ments (Tucci et al., 2018] [Dabove et al., 2018)). Scale estimation
for smartphone-based photogrammetric reconstructions has been
investigated also by exploiting inertial sensor information
ftaniemi et al., 2017, [Ham et al., 2014} |Alsubaie et al., 2017)),
and, actually, the availability of a reliable navigation system may
enable also direct georeferencing-like solutions
2017 [Pfeifer et al., 2012} [Co et al., 20135 Masiero et al., 2017)).

The usage of stereo-vision is often considered in order to develop
vision based stand-alone metric reconstruction systems. Given
the recent spread of a quite large amount of dual rear camera
smartphones it is quite clear that such solution shall be considered
as well (Konrad and Padmanaban, 2017). However, to the best of
our knowledge, until now most of the smarphone producers did
not provided complete access to the dual cameras of their devices,
hence making hard the development of smartphone-based stereo
vision systems.

The only exception to the above consideration is LG, which pro-
vided the access to certain of their dual camera phones. This
motivated the usage of the smartphone LG G6 in this work.

3. SMARTPHONE LG G6

The stereo-vision system developed in this work is based on the
use of smartphone LG G6, shown in Fig.[T} The main characteris-
tics of interest for this work of such smartphone are summarized
in the following table:

Table 1. LG G6 characteristics)

sensor resolution 4160 pix x 3120 pix
pixel physical side size 1.12 ym
standard camera focal length 4.03 mm
wide-angle camera focal length 2.01 mm
baseline between cameras ~ 1.8 mm

LG G6 is provided of a “standard” and a wide-angle camera, with
quite different focal lengths, as shown in Table[l]. Since the over-
lapping area of the two images obtained by such two cameras is
quite smaller than the original image size, it is clear that hav-
ing such different focal lengths have the practical consequence
of reducing the number of pixels available for the reconstruction:

(b)

Figure 1. Smartphone LG G6: front (a) and rear view (b).

(a) (b)

Figure 2. Sample image acquired by main LG G6 camera (a) and
wide-angle one (b).

Figure 3. Overlapping of images in Fig. [2| after rectification and
normalization.

pixel matching is practically possible only in the central area of
the wide-angle image (see Fig.[2]and 3).

Furthermore, focus distance should be constant in order to obtain
best reconstruction results. Unfortunately, the limited control on
camera focus distance on smartphones, and the presence of ob-
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jects close to the cameras but at relatively quite different distances
clearly reduces the system potential reconstruction accuracy.

4. STEREO-VISION

The following standard steps have been considered in order to
obtain stereo-vision based 3D reconstruction.

e Stereo-camera calibration. First, the stereo camera system
has been calibrated in order to estimate internal camera pa-
rameters (and in particular lens distortion) and

e [mage acquisition. An ad hoc application has been devel-
oped in order to approximately simultaneously acquire an
image from each of the two rear cameras. Comparing time
stamps obtained by the Android operating system just af-
ter each image acquisition, the acquired images are usually
synchronized up to few centiseconds. During such time in-
terval the smartphone is assumed to be rigidly held, i.e. ap-
proximately at a constant position. In practice, it is clear
that this assumption holds only approximatively when the
smartphone is hand-held by a human operator. The recon-
struction performance is obviously negatively affected by
any camera movement during the two image acquisitions:
an in-depth investigation on the effects of the stereo-camera
time synchronization accuracy and of the hand stability on
the obtained reconstruction results will be object of our fu-
ture investigation.

e [mage rectification. Images acquired by the cameras are rec-
tified and normalized in order to (i) correct lens distortion,
(ii) obtain similar image views (e.g. compensate for the dif-
ferent focal lengths and orientation views), (iii) ease pixel
matching between the two images (thanks to the generation
of normalized images) (Forstner and Wrobel, 2016).

e Disparity map.: Given two normalized images, a disparity
map is obtained by means of pixel matching between the
two images. In this work pixel matching is considered only
for areas characterized by a high intensity gradient in order
to ensure quite reliable matching results. Points character-
ized by a high intensity gradient are obtained by determining
zero-crossings of the image values after filtering them with a
Laplacian of Gaussian (LoG) filter (Lindeberg, 2015)). Once
such points have been computed, matches are obtained by
means of local template matching. In this work template
matching is performed at pixel level, however sub-pixel tem-
plate matching (e.g. (Brunelli, 2009} |Korman et al., 2013))
should be considered in order to improve the system per-
formance for what concerns the 3D reconstruction accuracy.
Different matching strategies might be considered in order
to provide reliable dense matches (Kolmogorov and Zabih,
2002). Semi-global matching can also be considered for the
computation of dense pixel matching (Hirschmuller, 2005}
Hirschmuller, 2008)).

e Depth estimation. Depth estimation from normalized im-
age pairs with already matched pixels is a standard prob-
lem. Depth is estimated as usual by means of triangula-
tion, which, in the stereo-vision scenario with normalized
images, leads to a particularly easy formulation: let M be
a real point and m1, my its coordinates on the normalized
images. Furthermore, let also f be the focal length and b the
baseline distance between the two optical centers, then the
depth zps of point M can be easily computed as a function
of the disparity d,, = m1 — ma:

b
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Figure 4. Stereo-vision with normalized images.

Given the depth computation expressed as in (I) and the point
matching resolution, done at pixel level in this work, it is clear
that the quite small baseline between the two images is a severe
limiting factor in the depth estimation. This aspect is analyzed
in Fig. ], where depth is shown as a function of the disparity:
being the matching done at pixel level, only integer values of the
disparity have been considered.
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Figure 5. Estimated depth as a function of the disparity computed
at pixel resolution level.

As shown in Fig.[3], the level of resolution of the depth estimation
decreases significantly for objects not so close to the camera: this
imposes a stringent closeness requirement on the distance of the
object to be reconstructed.

5. RESULTS

Similarly to (Khoshelham and Elberink, 2012) the reconstruction
of a planar surface is used as a test for providing a first evaluation
of the reconstruction ability of the system.

In particular, a set of seven stereo images of the surface have been
collected, varying distance and observation angle. Then a planar
surface has been fitted to the points representing the reconstructed
plane.
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For each reconstructed point the distance from the fitting plane
has been computed and the following statistics have been evalu-
ated for each image: root mean square (RMS) distance from the
plane, maximum and average error.

Fig. [6] shows the computed statistics as functions of the depth
value (average depth value of the planar surface has been com-
puted for each image).

Similarly, Fig. 7] shows the computed statistics as functions of
the angle between the normal of the planar surface and the plane
orthogonal to the camera observation direction.
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Figure 6. Depth error on a planar surface varying the average
depth from the cameras.
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Figure 7. Depth error on a planar surface varying the angle be-
tween the normal of the planar surface and the plane orthogonal
to the camera observation direction.

6. DISCUSSION

Thanks to the presence of a rear dual camera, smartphones can be
considered as stereo vision-based depth sensors and hence com-
pared with range cameras. Furthermore, since nowadays dual
cameras are mounted also to quite low cost smartphones, and
since this kind of devices are largely used by the worldwide popu-
lation, smartphone based stereo-vision can be considered as very
attractive and potentially usable in a wide range of cases.

However, as shown in Fig.[5] the closeness between the two rear
cameras severely reduces the potentiality of the system in prop-
erly estimating depths: in practice, the distance to the object to
be reconstructed should be limited to approximately 2 m to limit
the depth resolution error to 10 cm.

As expected, Fig. [f] shows that the error when reconstructing a
planar surface, evaluate in this case as RMS with respect to the
fitting plane, increases for larger values of the depth. It is worth
to notice that the RMS shown in Fig. [f]is typically smaller with
respect to theoretical depth resolution limit shown in Fig[5} this is
because the plane fitted to compute the error shown in Fig.[6]does
not necessarily coincide with the real one, e.g. due to the quanti-
zation of the possible depth levels (shown in Fig[5|and caused by
the matching at pixel resolution level) a bias with respect to the
real one might be present and hence not taken into account in the
errors shown in Fig.[6]

Differently, Fig. E] shows that, at least for the considered angles,
there isn’t a relevant dependence of the depth estimation error
with respect to the angle formed by the surface and the observa-
tion direction.

7. CONCLUSIONS

This paper presented some preliminary results on the 3D recon-
struction error with smartphone-based stereo-vision. The interest
in such kind of system is clearly motivated by the potential use of
smartphones as stand alone photogrammetric surveying devices.

Despite such potential, the typical short baseline between the two
rear cameras of a smartphone practically restricts the usage of
this kind of system to the reconstruction of close objects. Despite
this can be a severe limitation in certain applications, this is not
that different from the typical case of certain commercial low cost
range cameras (e.g. despite being designed for gaming purposes,
Kinect sensor is actually a consumer-grade range camera).

Alternatively to the considered method the integration of infor-
mation from the navigation system can be used to estimate the
scale factor ((Ham et al., 2014, [Widyawan et al., 2012, [Saeedi
et al., 2014} Masiero et al., 2014)). Future investigation foresees
the combination of stereo-vision with such information provided
by the navigation system, in particular when exploiting accurate
IMU error modelling (Radi et al., 2018)), and the improvement of
the integration between single and dual camera visual informa-
tion and reconstruction.

A more detailed evaluation of the reconstruction error obtained
with the considered system will also be considered in our future
investigations.
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