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ABSTRACT: 

2D texture cannot reflect the 3D object’s texture because it only considers the intensity distribution in the 2D image region but int real 

world the intensities of objects are distributed in 3D surface. This paper proposes a modified three-dimensional gray-level co-

occurrence matrix (3D-GLCM) which is first introduced to process volumetric data but cannot be used directly to spectral images with 

digital surface model because of the data sparsity of the direction perpendicular to the image plane. Spectral and geometric features 

combined with no texture, 2D-GLCM and 3D-GLCM were put into random forest for comparing using ISPRS 2D semantic labelling 

challenge dataset, and the overall accuracy of the combination containing 3D GLCM improved by 2.4% and 1.3% compared to the 

combinations without textures or with 2D-GLCM correspondingly. 

1. INTRODUCTION

Semantic classification of remote sensing images plays an 

important role for a wide range of applications and is still a 

challenging problem (Cheng et al. 2016). With the advance of 

feature representations and classifiers, machine learning-based 

methods have achieved significant improvement. Feature 

extraction and classifier training are major steps in machine 

learning, and sometimes feature fusion (Wang et al. 2013) and 

dimension reduction (Hariharan et al. 2012) are still needed. 

Features can be categorized as handcraft features defined by 

experts or features learnt from samples by deep learning which 

are popular in recent years (Paisitkriangkrai et al. 2015). 

However, the features learnt by deep learning are not intuitional, 

which makes it difficult for experts to understand the scene. 

Handcraft features can be categorized as spectral features, 

geometric features or textures. Spectral features only consider 

spectral information, geometric features only consider geometric 

information while textures consider both. 

The development of acquisition and processing technology 

makes it easy to get 3D information of earth surface, like point 

cloud or DSM (Qin et al. 2016; Gerke, 2014). Many researchers 

created 3D geometric features especially in point cloud 

classification. Geometric features reflect objects’ local shape, 

height and more complex structure. Local shape features (Pauly 

et al. 2003) are presented by normals, linearity, planarity, 

sphericity, surface variation and so on. Complex structure 

features (Weinmann et al. 2018) are combination of 

complementary features. 

There is no exact definition of the texture, but it can be seen as 

the variation or repetition of spectral values in space. One type of 

textures are pattern features which are computed by placing 

primitives in local image regions and analysing the relative 

differences (Li et al. 2015), like Gabor features (Jain et al. 1997) 

and Local binary patterns (LBP) (Ojala et al. 2002). Another type 

of textures is computed from probability distribution of local 

image attributes (Li et al. 2015) like entropy-based saliency 

(Kadir et al. 2001) and co-occurrence features (Conners et al. 

1984, Muller et al. 2001, Palm 2004).  

Most textures were created for 2D image regions, while there 

were rare studies for 3D textures. 2D textures cannot represent 
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the real textures of 3D objects in 3D space. Textures reflect 

variation or repetition of spectral values in space, and relative 

positions of primitives in 2D image region cannot reflect their 

real relation in 3D space. Hence, 3D textures will be more robust 

to variation of view angles. 

In medical image processing, 3D gray-level co-occurrence 

matrix (3D-GLCM) were used of retrieval (Qian et al. 2011) or 

recognition (Kurani et al. 2004, Chen et al. 2009). However, it 

cannot be used directly to land-cover classification. Spatial 

relation is simple in 3D medical images whose 3D data is 

represented by the image stack. It means that every pixel of an 

image can find an upper or lower pixel unless the pixel is in the 

upmost or lowermost image. In remote sensing area, 3D data is 

sparse in the third dimension and is normally represented as point 

cloud or spectral image with the corresponding depth image like 

RGB-D image or DOM with DSM. The relation of pixel/point 

positions is irregular. 

This paper solved the problem of the computation of 3D-GLCM 

for DOM with DSM considering the data sparsity of the direction 

perpendicular to the image plane. To evaluate the effectiveness 

of 3D-GLCM, different combinations of different features were 

put into random forest for semantic classification and comparison. 

2. METHOD

To validate the effectiveness of the proposed features, different 

feature combinations are used for comparing and random forest 

is used as classifier. 

2.1 3D Gray-Level Co-occurrence Matrix 

After a brief introduction of the original 2D-GLCM, the GLCM 

for the image stack in the medical area was introduced. Then, a 

modified version of 3D-GLCM was proposed considering the 

data sparsity of the direction perpendicular to the image plane. 

To avoid confusion, 3D-GLCM only means the method proposed 

in this paper, and corresponding method in medical areas will be 

called volumetric data GLCM (VD-GLCM) since it can only 

process volumetric data. 
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2.1.1 2D GLCM 

2D-GLCM (Haralick et al. 1973) consider not only the 

distribution of spectral values but also the relative positions of 

pixels in a 2D image region. Through computing the correlation 

between intensities of two pixels with a certain distance and 

direction, GLCM can reflect comprehensive information of the 

image region. 

GLCM is a 𝐿 × 𝐿  matrix, and 𝐿  is intensity levels. The 

element of matrix is the count of intensities of pixel pairs with a 

certain distance and direction. Let 𝐺𝑝(𝑖, 𝑗, 𝑑, 𝜃) represent 2D-

GLCM of the pixel 𝑝 with distance 𝑑 and direction 𝜃, (𝑖, 𝑗) 
is the row and column number of the matrix. Let 𝑃2 represent 

all the pixel pairs in the window, the 2D-GLCM can be described 

in the following equation: 

 

𝐺𝑝(𝑖, 𝑗, 𝑑, 𝜃) = #{(𝑝1, 𝑝2)

∈ 𝑃2 |

𝐼(𝑝1) = 𝑖, 𝐼(𝑝2) = 𝑗

𝐶ℎ𝑒_𝑑𝑖𝑠(𝑝1, 𝑝2) = 𝑑

𝛩(𝑝1, 𝑝2) = 𝜃

} 

(1) 

 

where 𝐼(𝑝) is the intensity of pixel 𝑝 , 𝐶ℎ𝑒_𝑑𝑖𝑠(𝑝1, 𝑝2) and 

𝛩(𝑝1, 𝑝2) are Chebyshev distance (Klove et al. 2010) and planer 

direction between 𝑝1, 𝑝2, and # is the operator that counts the 

number in the set. Chebyshev distance (Baeza-Yates et al. 2002) 

is a metric defined on a vector space where the distance between 

two vectors is the greatest of their differences along any 

coordinate dimension. Pixel pairs with a certain distance and 

direction can be represented by a displacement vector. Table 1 

lists the displacement vectors for 2D-GLCM. 

 

Direction 
(𝜽) 

Displacement Vector 

𝟎° (𝑑, 0) 

𝟒𝟓° (𝑑, 𝑑) 

𝟗𝟎° (0, 𝑑) 

𝟏𝟑𝟓° (−𝑑, 𝑑) 
Table 1. Displacement Vectors for GLCM for 2D Data 

 

Direction (𝜽, ∅) Displacement Vector 

(𝟎°, 𝟗𝟎°) (𝑑, 0, 0) 

(𝟒𝟓°, 𝟗𝟎°) (𝑑, 𝑑, 0) 

(𝟗𝟎°, 𝟗𝟎°) (0, 𝑑, 0) 

(𝟏𝟑𝟓°, 𝟗𝟎°) (−𝑑, 𝑑, 0) 

(~, 𝟎°) (0,0, 𝑑) 

(𝟎°, 𝟒𝟓°) (𝑑, 0, 𝑑) 

(𝟒𝟓°, 𝟗𝟎° − 𝐚𝐫𝐜𝐬𝐢𝐧⁡√𝟏/𝟑) (𝑑, 𝑑, 𝑑) 

(𝟗𝟎°, 𝟒𝟓°) (0, 𝑑, 𝑑) 

(𝟏𝟑𝟓°, 𝟗𝟎° − 𝐚𝐫𝐜𝐬𝐢𝐧⁡√𝟏/𝟑) (−𝑑, 𝑑, 𝑑) 

(𝟎°, 𝟏𝟑𝟓°) (𝑑, 0,−𝑑) 

(𝟒𝟓°, 𝟗𝟎° + 𝐚𝐫𝐜𝐬𝐢𝐧⁡√𝟏/𝟑) (𝑑, 𝑑, −𝑑) 

(𝟗𝟎°, 𝟏𝟑𝟓°) (0, 𝑑, −𝑑) 

(𝟏𝟑𝟓°, 𝟗𝟎° + 𝐚𝐫𝐜𝐬𝐢𝐧⁡√𝟏/𝟑) (−𝑑, 𝑑, −𝑑) 

Table 2. Displacement Vectors for GLCM for Volumetric Data 

 

2.1.2 VD-GLCM for the image stack 

The image stack is a 3D volume data which consists of a series 

of images with the same size. The key of VD-GLCM is to 

compute the relative position in the 3D region. The main 

difference between 2D and VD GLCM is the way to determine 

the direction. For 2D GLCM, the direction is planar directions. 

Normally, the direction angles are 0°, 45°, 90°, 135°. There are 

more directions in VD-GLCM, considering pixels of upper and 

lower images. Let 𝑃2 represent all the pixel pairs in the volume 

data, the VD-GLCM can be described in the following equation: 

 

𝐺𝑝(𝑖, 𝑗, 𝑑, 𝜃, ∅) = #

{
 

 
(𝑝1, 𝑝2)

∈ 𝑃2 ||

𝐼(𝑝1) = 𝑖, 𝐼(𝑝2) = 𝑗

𝐶ℎ𝑒_𝑑𝑖𝑠(𝑝1, 𝑝2) = 𝑑

𝛩(𝑝1, 𝑝2) = 𝜃

𝛷(𝑝1, 𝑝2) = ∅ }
 

 
 

(2) 

 

where 𝛷(𝑝1, 𝑝2) is vertical direction between 𝑝1, 𝑝2, and other 

notations are the same with notations in equation (1). Table 2 lists 

the displacement vectors for VD-GLCM. It should be noted that 

vertical direction is described as zenith angle which is the 

included angel between the vector and the direction 

perpendicular to the image plane. 

 

2.1.3 3D-GLCM for Grayscale image with Depth Image 

VD-GLCM cannot process the grayscale image with the depth 

image because of its sparsity and irregularity in the vertical 

direction. In volumetric data, distance and vertical directions of 

pixel pairs are fixed as showed in Table 2. However, for depth 

image, vertical directions are unfixed and can be any angle in the 

range [0°, 180°) and the distance is unfixed too. 

To count pixel pairs for 3D-GLCM, the vertical direction range 

are divided into N sections, and the range of 𝑖-th section 𝑆𝑒𝑐𝑖 
is: 

 

𝑆𝑒𝑐𝑖 = [
180°

𝑁
∙ (𝑖 − 1) ,

180°

𝑁
∙ 𝑖) 

 
(3) 

 

In this paper, N is set to 4, so there will be 4 sections which are 

[0°, 45°),⁡[45°, 90°),⁡[90°, 135°),⁡[135°, 180°). Every section is 

seen as a vertical direction and hence the directions of pixel pairs 

in 3D data are fixed. Besides, only horizonal distance on image 

plane is considered. Let 𝑃2 represent all the pixel pairs in the 

3D data, the 3D-GLCM can be described in the following 

equation: 

 

𝐺𝑝(𝑖, 𝑗, ℎ𝑑, 𝜃, 𝑆𝑒𝑐𝑖) = #

{
 

 
(𝑝1, 𝑝2)

∈ 𝑃2 ||

𝐼(𝑝1) = 𝑖, 𝐼(𝑝2) = 𝑗

𝐻𝐶ℎ𝑒_𝑑𝑖𝑠(𝑝1, 𝑝2) = ℎ𝑑

𝛩(𝑝1, 𝑝2) = 𝜃

𝛷(𝑝1, 𝑝2) = 𝑆𝑒𝑐𝑖 }
 

 
 

(4) 

 

where 𝐻𝐶ℎ𝑒_𝑑𝑖𝑠(𝑝1, 𝑝2)  is horizonal Chebyshev distance 

between 𝑝1, 𝑝2 , which means that it computes greatest of 

differences between 𝑝1, 𝑝2  along planer dimensions without 

vertical dimension. 

The generation process of 3D-GLCM is different with 2D-

GLCM and VD-GLCM, which should determine the distance and 

direction before counting pixel pairs. For 2D-GLCM, only 

horizonal distance and direction are determined before counting, 

and vertical direction will be computed in the counting process. 

The specific generation process of 3D-GLCM is in the following: 

1. Determine the image window size of pixel 𝑃 and the 

intensity levels 𝐿. 
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2. Determine the horizonal distance ℎ𝑑  and horizonal 

direction 𝜃.  

3. Divide the vertical direction into N sections according 

to equation (3), and prepare N matrix with size of 𝐿 × 𝐿. 

4. In the window of 𝑃, find all the pixel pairs satisfied the 

condition in process 2. 

5. Compute the vertical direction of every pixel pair in 

process 3. The pixel pair will be counted in the 

corresponding matrix according to its vertical direction. 

6. N GLCM will be generated in the meantime, which 

count the same planar direction but different vertical 

directions. 

Every pixel will produce 4 × N GLCM matrix. Then, Haralick 

features (Kurani et al. 2004) will be computed for quantitatively 

describing GLCM. 

 

2.2 Semantic Classification 

To evaluate the effectiveness of 3D-GLCM in semantic 

classification, different features are used and combined. Random 

forest is used as classifier. In our work, we assume that the 

spectral bands used for the orthophoto comprise the near-infrared 

(NIR), red (R) and green (G) bands (Cramer, 2010; 

Rottensteineret al., 2012; Gerke, 2014). 

 

2.2.1 Feature Combination 

Textures combined with spectral and geometric features are used 

for comparison. Spectral features are normalized color and NDVI. 

Normalized color (Gevers et al. 1999) is used to improve 

robustness with respect to changes in illumination. NDVI (Rouse 

et al. 1973) is a strong indicator for vegetation.  

Geometric features are normalized DSM (nDSM) (Gerke, 2014) 

and 3D structure tensor (Weinmann et al. 2018) which can be 

used to calculate the features of linearity, planarity, sphericity, 

omnivariance, anisotropy, eigenentropy and change of curvature 

(Pauly et al. 2003, West et al. 2004). 
Textures are 2D and 3D GLCM with energy as the GLCM feature 

(Conners et al. 1984, Muller et al. 2001). Since GLCM only 

processes grayscale images, the spectral bands of images were 

merged into one band by calculating their means. 

Three different combination of features were put in random forest 

for comparing. First combination only used spectral and 

geometric features, second combination added 2D GLCM into 

the first combination and third combination add 3D GLCM in to 

the first combination.  

 

2.2.2 Random Forest 

Random forests (Genuer et al. 2010) are an ensemble method 

(Maclin et al. 1999, Rokach 2010) and combines a multitude of 

decision trees (Holzinger 2015), using randomly subsets of 

training samples. Random forest is well-used in remote sensing 

areas (Belgiu et al. 2016) because of its improvement of 

generalizability and robustness over a single decision tree.  

Another advantage of random forests is that they can generate 

features importance of input features, which can be used to 

analyze features’ effectiveness (Genuer et al. 2010, Louppe 

2014). 

 

2.2.3 Accuracy Assessment 

To analyse the effectiveness of different features, some accuracy 

features are used to quantitatively evaluate the classification 

result for each category as well as the overall categories. 

The evaluation of the classification ability for each class is like 

the evaluation for a binary classification task. The terms ‘positive’ 

and ‘negative’ refer to the classifier’s prediction, and the terms 

‘true’ and ‘false’ refer to whether that prediction corresponds to 

the observation. Let 𝑇𝑃𝑖 (true positive) represent the number of 

pixels which are correctly classified of 𝑖 -th category, 𝐹𝑃𝑖 
represent the number of pixels which are wrongly classified of 𝑖-
th category and 𝑇𝑁𝑖 represent the number of pixels which are 

missed of 𝑖-th category, then we can have the notions in the 

following: 

 

𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑖 =⁡
𝑇𝑃𝑖

𝑇𝑃𝑖 + 𝐹𝑃𝑖
 (5) 

𝑟𝑒𝑐𝑎𝑙𝑙𝑖 =⁡
𝑇𝑃𝑖

𝑇𝑃𝑖 + 𝐹𝑁𝑖
 (6) 

𝐹1_𝑠𝑐𝑜𝑟𝑒𝑖 = 2 ×
𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑖 × 𝑟𝑒𝑐𝑎𝑙𝑙𝑖
𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑖 + 𝑟𝑒𝑐𝑎𝑙𝑙𝑖

 (7) 

To evaluate the classification of overall categories, the overall 

accuracy is calculated. Let of 𝐾 be the number of categories, 𝑁 

be the number of all pixels and 𝑖 be the 𝑖-th category, then we 

can have: 

𝑜𝑣𝑒𝑟𝑎𝑙𝑙_𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
∑ 𝑇𝑃𝑖
𝐾
𝑖

𝑁
 (8) 

 

Features  Spec+Geo 
Spec+Geo+

2D-GLCM 

Spec+Geo+

3D-GLCM 

Impervious 

Surfaces 

pre 0.885 0.892 0.892 

rec 0.823 0.843 0.875 

F1 0.853 0.867 0.883 

Building 

pre 0.945 0.949 0.95 

rec 0.907 0.915 0.92 

F1 0.926 0.932 0.935 

Low 

Vegetation 

pre 0.774 0.784 0.799 

rec 0.755 0.762 0.768 

F1 0.764 0.773 0.783 

Tree 

pre 0.847 0.847 0.853 

rec 0.866 0.875 0.886 

F1 0.856 0.861 0.869 

Car 

pre 0.196 0.24 0.32 

rec 0.788 0.802 0.77 

F1 0.314 0.369 0.452 

Overall Accuracy 0.841 0.852 0.865 

Table 3. The F1-scores for five classes and the overall accuracy. 

‘Spec’ means spectral features, ‘Geo’ means geometric features, 

‘pre’ means prediction, ‘rec’ means recall and ‘F1’ means F1 

score. 

 

3. EXPERIMENTATION 

3.1 Material 

The proposed method was applied to the ISPRS Vaihingen 

dataset (Cramer 2010; Rottensteiner et al., 2012). The dataset 

contains 33 patches (of different sizes), and each patch consists 

of a true orthophoto (TOP) with near infrared, red and green 

bands and a DSM with a ground sampling distance of 9 cm. 

Labelled ground truth was also provided for 16 of the areas 

before summer 2018, and were made up of 6 categories which 

were showed in different colors in ground truth as follows: 

1. Impervious surfaces (RGB: 255, 255, 255) 

2. Building (RGB: 0, 0, 255) 
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3. Low vegetation (RGB: 0, 255, 255) 

4. Tree (RGB: 0, 255, 0) 

5. Car (RGB: 255, 255, 0) 

6. Clutter/background (RGB: 255, 0, 0) 

Although ground truth of all 33 patches were provided now, we 

still used 16 patches for training and validation and the left 17 

patches for final test. 300000 training pixels for each class are 

chosen at random and used along with the corresponding ground 

truth pixel labels to train a random forest classifier with 75 trees. 

The Clutter/background class is excluded from this classifier. 

Three kinds of features of each pixel were extracted. Spectral 

features were normalized color and NDVI, geometric features 

were nDSM and 3D structure tensor, and textures were 2D-

GLCM and 3D-GLCM. Three combination of these features 

were used and combined as follows: 

7. Spectral features + Geometric features 

8. Spectral features + Geometric features + 2DGLCM 

9. Spectral features + Geometric features + 3DGLCM 

 

Figure 1. Classification results of ‘area-31’. (a)(b)(c) are classification result of three combination of features;                                  

(d) is ground truth; (e) is nDSM; (f) is origin image with three RGB bands corresponding to the near infrared, red and green bands 

3.2 Results 

Table 3 shows the evaluation result for three combinations of 

features. Combination-2 gets higher prediction, recall and F1-

score for every category than combination-1 except the 

prediction of tree, and the overall accuracy is higher too. It means 

that textures could effectively improve the identification of every 

kind of object. 

Combination-3 get the highest overall accuracy and the highest 

F1-score for every category. Except the recall of car and the 

prediction of impervious surface, prediction and recall of every 

category of combination-3 is higher than combination-2. It means 

that 3D-GLCM had a better improvement of identification than 

2D-GLCM. 

Figure-1 shows the classification result of ‘area-31’ in Vaihingen 

dataset. Figure-1e is the nDSM of ‘area-31’ with four areas 

marked by red circles. In red circle-1, buildings had low pixel 

values in nDSM, which made it easy to be wrongly identified. 

Combination-1 missed the most of the building while 

combination-2 identified half of it. Combination-3 identified 

more pixels than combination-2 but the advantage is not very 

obvious. 

In red circle-2, some low vegetation pixels were identified as 

building by combination-1 while the other two combination 

identified them correctly. In circle-3 and circle-4, some areas of 

buildings were identified as impervious surface by combination-

1, while the other two combinations had better identification 

results and combination-3 was the best. 
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Besides, there were many small blued speckles on the roads in 

Figure-1a, and these blue speckles were less in figure-1b and 

almost reduced in figure-1c. It means that some impervious 

surface areas were identified as buildings by combination-1, 

while the other two combinations improved the results and 

combination-3 identified most of them correctly. 

 

3.3 Discussion 

Height is no doubt an important feature for 3D-classification, and 

nDSM (Gerke, 2014) is generated from DSM to represent the 

height of objects. However, there were some problems about 

nDSM. First, nDSM classified DSM into ground and off-ground 

pixels using lastools-toolbox(1), which might identify the building 

with big flat roof as ground as showed in circle-1 in Figure-1e. 

This would made it difficult to identify this building. What’s 

more, the samples of the classifier were generated at random. If 

the pixels of this building were chosen as samples, the 

effectiveness of nDSM feature would be reduced and the low and 

high objects might be confused. Second, the nDSM values of the 

same building varied as showed in circle-3 and 4 in figure-1e. 

Hence, the generation of shape features and textures should use 

DSM which reflected the real relative height. Still, the detection 

of the buildings was influenced and many small speckles of 

buildings were identified as ground as showed in figure-1a. 

The use of textures alleviated the problems introduced by nDSM. 

More than half of the building in circle-1 in figure-1 is identified 

by combination-2 and 3, and less speckles showed in circle-3 and 

4. Combination-3 reduced more speckles and identified more 

building pixels than combination-2. Besides, blue speckles in 

circle-2 and on the roads in figure-1a were reduced in figure-1b 

and c, and combination-3 had a better performance on reduction. 

The introduction of textures could improve the identification of 

all categories as showed in table-3, and 3D-GLCM did an 

obviously better job than 2D-GLCM. The real world is 3D space, 

and intensities are distributed in 3D surface. 2D GLCM cannot 

reflect the real object texture because it only considered the 

intensity distribution in the 2D image region without height 

information. 3D GLCM counted the intensity pairs in 3D region, 

reflecting the real texture. Therefore, 3D GLCM had better 

performance and improve results for all the classes. 

 

4. CONCLUSION 

2D texture cannot reflect 3D objects’ texture in real 3D world. 

There were rare researches about 3D-textures of classification or 

object extraction in remote sensing or photogrammetry area. 3D-

GLCM was first proposed in the metical area but it cannot be 

used directly considering the data sparsity of the direction 

perpendicular to the image plane. To address this problem, a 

modified 3D-GLCM was proposed, dividing the vertical 

direction into a number of sections to avoid the data sparsity. The 

experiment on the ISPRS Vaihingen dataset showed that textures 

could effectively improve the classification result, and 3D-

GLCM had a better improvement than 2D-GLCM.  

There were some problems about the work in this paper. First, 

pixel-based classification using only random forest without 

constraint of context made many small speckles even with the 

help of 3D-GLCM. The main goal of this paper was to evaluate 

the effectiveness of 3D-GLCM and compare it with the 

traditional features. So, we did not want to introduce other factors 

on comparison, such as the segmentation problem of object-

based methods (Ma et al. 2016), or many parameters setting like 

MRF (Kumar et al. 2003) or CRF (Chen et al. 2018). Second, we 

only used energy as the GLCM feature. The vertical direction 

(1) http://rapidlasso.com/lastools/ 

was only divided into 4 sections in the experiment, and the impact 

of more sections was not discussed. These problems were worthy 

of being studied in the future. 
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