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ABSTRACT: 

 

Point cloud registration is important and essential task for terrestrial laser scanning applications. Point clouds acquired at 

different positions exhibit significant variation in point density. Most registration methods implicitly assume dense and uniform 

distributed point clouds, which is hardly the case in large-scale surveying. The accuracy and robustness of feature extraction are 

greatly influenced by the point density, which undermines the feature-based registration methods. We show that the accuracy and 

robustness of target localization dramatically decline with decreasing point density. A methodology for localization of artificial 

planar targets in low density point clouds is presented. An orthographic image of the target is firstly generated and the potential 

position of the target center is interactively selected. Then the 3D position of the target center is estimated by a non-linear least 

squares adjustment. The presented methodology enables millimeter level accuracy of target localization in point clouds with 

30mm sample interval. The robustness and effectiveness of the methodology is demonstrated by the experimental results. 
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1. INTRODUCTION 

Terrestrial laser scanning is an effective technique for three-

dimensional data acquisition of indoor and outdoor 

environment in a short period of time. It has been widely used 

in civil engineering, archaeology, and 3D reconstruction of 

industrial facilities (Sansoni et al., 2009; Rusu et al., 2008). In 

order to obtain relatively complete information of the 

environment, laser scans acquired at different positions have 

to be registered. In the past years researchers have proposed 

many registration methods which can be roughly separated to 

iterative and non-iterative ones. Iterative registration methods 

start from an initial state and iteratively register two point 

clouds until converge. One of the earliest published iterative 

registration methods is the Iterative Closest Point (ICP) 

method (Besl and McKay, 1992). ICP is commonly used for 

register point clouds of small-scale objects such as sculptures, 

cultural relics and industrial facilities (Levoy et al., 2000). 

Much improvement has been made on the correspondence 

search strategy and variants of the ICP have been used to 

register point clouds of large scale environments (Yang and 

Medioni, 1992; Rusinkiewicz and Levoy, 2001; Bae and Lichti, 

2008; Gressin et al., 2013). 

 

Non-iterative methods directly solve the transformation 

parameters between two point clouds using geometric features. 

Geometric features may come from the scanned environments 

or the preinstalled artificial targets (Rabbani et al., 2007; 

Franaszek et al., 2009). Features can be extracted and localized 

directly in the point clouds (Rusu et al., 2009; Theiler et al., 

2014). Features can also be extracted and localized in the 

images generated from the point clouds (Kang et al., 2009; 

Liang et al., 2017; Weinmann et al., 2011). 

 

Most registration methods implicitly assume dense and 

uniform distributed point clouds, which is hardly the case in 

terrestrial laser scanning applications. The point density of the 

scanned object is dependent on its distance to the scanner, the 

direction of its surface relative to the scanner and the angular 

resolution of the scanner. Point clouds acquired at different 

scan positions exhibit significant variation in point density. 

 

Features in a point cloud fade with decreasing point density. It 

has been shown that planar features estimated using scanning 

points with less point density are less precise (Soudarissanane 

et al., 2011). As will also be shown in the experimental results 

of this paper, the accuracy and robustness of feature 

extraction and localization dramatically decline with 

decreasing point density, which undermines the feature-based 

registration methods. 

 

The standard approach to alleviate the problems of varying 

point density is to re-sample the point clouds in a 

preprocessing step. However, such re-sampling process has 

several shortcomings. First, detailed features may be discarded, 

leading to smoothing of the point cloud. Second, the sample 

interval needs to be set for each specific scenario as it depends 

on the geometry and scale of the point cloud. 
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Point cloud registration using artificial targets is usually more 

accurate and reliable. Researchers and practitioners often 

preinstall artificial targets (e.g. marker points, positioning 

sphere and planar targets) around research objects and use 

centers of the targets as correspondences to register point 

clouds afterwards. Planar paper target is widely used because 

of its low cost and convenience. A typical paper target and its 

point cloud are shown in Figure 1. 

 

                 
Figure 1.  A typical black/white target and its point cloud 
 

Although decreasing point density makes it difficult to 

extract the targets, the intensities/reflectance of the 

scanning points still exhibits salient visual pattern that can 

be used to recognize and localize the artificial targets. In 

this paper, we present a methodology for localization of 

artificial planar targets in low density point clouds. The 

methodology is detailed in the following section. The 

experimental results are discussed in section 3 and 

conclusion is made in section 4. 

 

2. METHODOLOGY 

The presented methodology consists of two major procedures. 

Orthographic images of targets are firstly generated and the 

potential position of the target center is interactively selected. 

Then the 3D positions of the target centers are estimated by a 

non-linear least squares adjustment. 

 

To generate an orthographic image of a target, Principal 

Component Analysis (PCA) is used to extract eigen values and 

eigen vectors of covariance matrix derived from the spatial 

coordinates of the target. Assume the extracted eigen values 

are 
0 1 2     and the corresponding eigen vectors are 

0v , 

1v  and 
2v . The plane of the target can be expressed as the 

linear combination of 
0v  and 

1v . 

 

 
Figure 2. The projection coordinate system and pixel 

coordinate system 

 

To rasterize an orthographic image, the projection coordinates 

should be transformed to the pixel coordinates and the gray 

values should be evaluated. The relationship between the 

projection coordinate system oxy and the pixel coordinates 

'o ij is shown in Figure 2. Given the projection coordinates 

( x , y ) of a point p  and the ground sample distance GSD  

of the orthographic image, the corresponding pixel 

coordinates ( i , j ) of p  can be derived from equation (1). 

 

min

min

(( ) / )

(( ) / )

i nrow round y y GSD

j round x x GSD

  


 

                  (1) 

 

Where 
minx  and 

miny  are the minimums of all the 

projection coordinates. nrow  is the number of rows of the 

orthographic image. Gray values of the orthographic image 

can be obtained from reflectance values of the scanning points. 

To enhance the contrast of the orthoimage, the reflectance 

values are linear stretched to the range [0, 255]. 

 

To register point clouds using targets, the three 

dimensional coordinates of target centers should be 

determined. The orthoimage exhibits salient pattern of the 

target, which is easy to select the target center. If the 

selected center point lies at the projection of a laser point, 

its three dimensional coordinates can be directly obtained. 

Otherwise, its spatial coordinates are estimated as follows. 

 

The spatial coordinates of the target center and one of its 

neighboring points can be related using the three-dimensional 

Euclidean distance equation as 

 

     
2 2 2

i c i c i cd X X Y Y Z Z                  (2) 

 

Where d  is the distance between the target center and one of 

its neighboring points. The coordinates ( , , )T

C C CX Y Z of the 

target center are the unknowns. ( , , )T

i i iX Y Z  are the 

coordinates of a neighboring point. Function d  can be 

expanded at a given point  
0 0 0( , , )TX Y Z  using Taylor series 

with the first order derivatives as 

 

0

0 0 0

C C CX Y Z

C C C

d d d
d d v v v

X Y Z

       
        

       

       (3) 

 

Where 0d  is the value of function d evaluated at the given 

point 
0 0 0( , , )TX Y Z . ( , , )

C C C

T

X Y Zv v v  is the incremental 

vector of the unknowns ( , , )T

C C CX Y Z . And the partial 

derivatives in equation (3) can be calculated by 

 

To assess the influence of image downsampling, the aerial 

images are downsampled using the free and open-source 

software ImageMagick. Then image matching and image 

orientation resulted from the original and the downsampled 

images are compared. 

 

2 2 2
0 ( ) ( ) ( )

C i

c i C i C i C

X Xd

X X X Y Y Z Z

  
 

      

      (4) 

The International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume XLII-2/W13, 2019 
ISPRS Geospatial Week 2019, 10–14 June 2019, Enschede, The Netherlands

This contribution has been peer-reviewed. 
https://doi.org/10.5194/isprs-archives-XLII-2-W13-995-2019 | © Authors 2019. CC BY 4.0 License.

 
996



 

2 2 2
0 ( ) ( ) ( )

C i

c i C i C i C

Y Yd

Y X X Y Y Z Z

  
 

      

      (5) 

2 2 2
0 ( ) ( ) ( )

C i

c i C i C i C

Z Zd

Z X X Y Y Z Z

  
 

      

      (6) 

 

And  
0

indicates that the partial derivatives are evaluated at 

the given point 
0 0 0( , , )TX Y Z .With n observations (spatial 

coordinates of the neighboring points), the normal matrix can 

be expressed as 

 
T TA AV A W                             (7) 

 

Where 

0
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c c c

i i i
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                                    (10) 

Where ×3nA  is the Jacobian matrix. The vector 

 0 0

1 , ,
T

nd d  in W are the distances evaluated at the 

given point  
0 0 0( , , )TX Y Z .  The vector  1, ,

T

nd d in  

W are the observed distances between the target center 

and the neighboring points. When more than three 

neighboring points are observed, V  can be solved by 

equation (11). 

 
1( )T TV A A A W                         (11) 

 

The unknowns ( , , )T

C C CX Y Z  can be updated using V  and 

finally determined in an iterative manner. The target 

localization procedure is described in Algorithm 1. 

 

Algorithm 1 

Input: The point cloud of a planar target P . The 

ground sample distance GSD  of the orthographic 

reflectance image. The convergence condition T  and the 

number of iterations threshold N . 

xy  = pca  ( XYZ ) 

sref = linstretch  ( ref ) 

ori = rasterize  ( xy , GSD , sref ) 

interactively select the target center in the ori  

initialize ( , , )T

C C CX Y Z  and V  

initialize  the number of iterations niter  

while niter <= N  and (abs(
CXv ) > T or abs(

CYv ) > 

T or abs(
CZv ) > T ) 

calculate the Jacobian matrix A  and vector W  

solve V  

update ( , , ) ( , , )
C C C

T T

C C C C X C Y C ZX Y Z X V Y V Z V     

niter   

end while 

Output: The spatial coordinates ( , , )T

C C CX Y Z  of the 

target center. 

 

The input of the procedure includes the point cloud P  of 

the target, the ground sample distance GSD  of the 

orthographic reflectance image, the convergence 

condition T  and the number of iterations threshold N . 

P consists of the spatial coordinates XYZ  and the 

reflectance ref  of the scanning points. Function pca  is 

used to derive the projection coordinates xy  of the 

neighboring points from their spatial coordinates XYZ . 

The reflectance ref is linearly stretched to sref using 

linstretch function. The planar coordinates xy and the 

sref  is then used to rasterize  the orthographic 

reflectance image ori . 

 

After interactively select the potential position of the target 

center in ori , ( , , )T

C C CX Y Z  is iteratively solved using the 

Gauss-Newton method. The ( , , )T

C C CX Y Z  can be initialized 

to the average of the coordinates of its neighboring points. 

The distance between two 3D points is preserved under 

orthographic projection, which can be seen from Figure 3. 

Therefore, the observed distances  1, ,
T

nd d  can be 

derived from the image points of the target center and the 

neighboring points in the orthographic reflectance image. 

 

 
Figure 3. Relationship between space distance and pixel 

distance 
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The procedure converges when the absolute values of 
CXv , 

CYv  and 
CZv  are less than or equal to the convergence 

condition T  or the number of iterations niter  is larger than 

the threshold N . 

 

3. RESULTS AND DISCUSSION 

To demonstrate the effectiveness of the presented method, a 

test field is setup (Figure 4). 30 targets are uniformly 

preinstalled on the wall. The test field is scanned with a 

RIEGL VZ-1000 laser scanner. The vertical and horizontal 

resolution of the scanning is set to 0.03 degrees and 

39,671,920 points are acquired. 

 

     
Figure 4. The setup of the test field and the floor plan 

 

To the convenience of the point cloud processing, the point 

cloud of the targets is cropped (Figure 5). All of the 30 targets 

are then localized using Leica Cyclone 6.0.3 and used as the 

ground truth. 

 

 
Figure 5. The cropped point cloud of the targets 

 

In order to evaluate the influence of the point density on the 

accuracy and robustness of target localization, we decimate the 

point cloud via 3D gridding with 5mm-step sample intervals. 

The targets in the decimated point clouds are localized using 

Cyclone. Coordinates of the localized targets from the 

decimated point clouds are compared with those from the 

original point cloud. It is worth mentioning that each of the 

targets has been localized several times and the coordinates of 

the visually best localized one are kept. If one target cannot be 

localized after several tries, it is considered as non-localizable. 

The target localization accuracy using Cyclone is shown in 

Table 2. 

 

Table 1. The target localization accuracy using Cyclone 

Sample 

Interval 

(mm) 

Accuracy (m) 

Max Absolute 

Error (m) 

Number of 

Localizable 

Targets 

5 (0.003, 0.001, 0.001) (0.013, 0.004, 0.002) 30 

10 (0.002, 0.001, 0.001) (0.008, 0.002, 0.002) 30 

15 (0.004, 0.001, 0.003) (0.011, 0.003, 0.010) 30 

20 (0.007, 0.002, 0.004) (0.017, 0.006, 0.011) 28 

25 (0.008, 0.004, 0.010) (0.017, 0.010, 0.026) 19 

 

The Accuracy column of Table 1 lists the Root Mean Square 

Error (RMSE) along each dimension. It is easy to find that the 

accuracy of the target localization along X, Y and Z axis 

decreases with increasing sample intervals, which can also be 

seen from Figure 6. Table 1 also shows that the maximum 

absolute error increases with increasing sample intervals. 

 

 
Figure 6.  Relationship between the sample intervals and the 

accuracy of target localization using Cyclone 

 

Figure 7 shows that the number of the localizable targets 

drops dramatically with increasing sample intervals. When the 

sample interval approaches 20mm, some targets becomes non-

localizable. Only two targets are localizable when the sample 

interval equals 30mm. When the sample interval exceeds 

35mm, none of the targets are localizable. 

 

 
Figure 7. Relationship between the sample intervals and the 

number of the localizable targets 
 

The presented method is implemented using Matlab. The point 

cloud of each target is used as the input of the program. The 

ground sample distance   of the orthoimage is set to 2mm and 

the background color is set to white. Figure 8 shows the 

generated orthoimages of a typical target from point clouds 

with different sample intervals. 
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          (a)                         (b)                           (c) 

   
(d)                         (e)                           (f) 

Figure 8. Orthographic reflectance images of a target from 

point clouds with different sample intervals: (a) 5mm (b) 

10mm (c) 15mm (d) 20mm (e) 25mm (f) 30mm 

 

It can be seen from Figure 8 that the orthoimages exhibit 

rotational symmetric pattern while the point density decreases. 

In each generated orthographic reflectance image, the potential 

position of the target center is interactively selected. And the 

spatial coordinates of the target center is solved in a non-linear 

least squares manner as detailed in section 2. In the 

experiment, the convergence condition  is set to 2 mm and the 

number of iterations threshold   is set to 20. The target 

localization accuracy is shown in Table 2. 

 

Table 2. The target localization accuracy using the presented 

method 

Sample 

Interval (mm) 

Accuracy (m) 

Max Absolute Error 

(m) 

Number of 

Localizable 

Targets 

5 (0.003, 0.002, 0.002) (0.007, 0.003, 0.007) 30 

10 (0.003, 0.002, 0.003) (0.006, 0.004, 0.006) 30 

15 (0.003, 0.002, 0.002) (0.006, 0.005, 0.005) 30 

20 (0.003, 0.003, 0.003) (0.005, 0.006, 0.006) 30 

25 (0.003, 0.003, 0.003) (0.006, 0.008, 0.007) 30 

30 (0.004 0.003, 0.004) (0.008, 0.007, 0.008) 30 

 

It is easy to find that the accuracy of the target localization 

along X, Y and Z axis decreases while the sample interval 

increases, which can be seen from Figure 9. Table 2 shows 

that the target localization accuracy of the presented method is 

comparable to that of Cyclone when the sample interval is 

within 15mm. However, when the sample interval exceeds 

20mm, the accuracy of the presented method is higher than 

that of Cyclone. Table 2 also shows that the maximum 

absolute error is smaller than that of Cyclone when the sample 

interval exceeds 20mm. 

 

 
Figure 9. Relationship between the sample intervals and the 

accuracy of target localization using the presented method 

 

In comparison with Cyclone, the presented method can 

localize all the targets when the sample interval exceeds 20mm. 

In the experiments, all the targets are still localizable using the 

presented method when the sample interval equals 30mm, and 

millimeter localization accuracy is achieved. The experimental 

results show that the presented method is more robust and 

accurate than Cyclone for target localization in low density 

point clouds. 

 

4. CONCLUSIONS AND FUTURE WORK 

Point density greatly influences the accuracy and robustness 

of target localization in point cloud processing. A 

methodology for localization of planar targets in low density 

TLS point clouds is presented in this paper. Orthoimages of 

targets are firstly generated and the potential position of the 

target center is interactively selected. The 3D positions of the 

target centers are estimated by a non-linear least squares 

adjustment. The experimental results show that the presented 

method is robust and accurate for target localization in low 

density point clouds. The presented method can also be used 

to locate other features in low density point clouds. An 

alternative way to improve the target localization accuracy in 

low density point cloud is to increase the point density, which 

will be examined in our future work. 
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