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ABSTRACT:

In this paper we present a sensor fusion framework for the detection and classification of objects in autonomous driving applications. 
The presented method uses a state-of-the-art convolutional neural network (CNN) to detect and classify object from RGB images. 
The 2D bounding boxes calculated by the CNN are fused with the 3D point cloud measured by Lidar sensors. An accurate sensor 
cross-calibration is used to map the Lidar points into the image, where they are assigned to the 2D bounding boxes. A one-
dimensional K-means algorithm is applied to separate object points from foreground and background and to calculated accurate 3D 
centroids for all detected objects. The proposed algorithm is tested based on real world data and shows a stable and reliable object 
detection and centroid estimation in different kind of situations.

1. INTRODUCTION

Save navigation of autonomous vehicles in urban and highway
scenarios can only be guaranteed by providing an accurate and
reliable environmental model. This model must contain de-
tailed information about 3D position and motion of all traffic
participants. Most autonomous vehicles are equipped with a
front facing camera and 3D sensors to perceive information
about their environment. This offers the possibility to exploit
the advantage of different sensor characteristics to achieve an
accurate and reliable detection of 3D objects.

With the rapid development of deep learning and convolutional
neural network (CNN) in the past years, 2D object recognition
from camera images has seen significant progress. Especially
for the task of detection and classification of vehicles, pedes-
trians or bicyclists, image based deep learning approaches out-
class algorithms based on other sensors like Radar or Lidar, in
both accuracy and speed (Li et al., 2017, Kim et al., 2017).
This is mainly due to the high resolution and uniform sampling
of camera images, as well as the feasibility to perceive chro-
matic channels. Furthermore, the ability to solve complex ob-
ject detection tasks, makes CNNs superior to traditional com-
puter vision techniques, that are often not robust due to vary-
ing road scenes and lightning conditions. However, one major
issue with image based object detection is that a single cam-
era is not able to provide precise 3D locations and 3D dimen-
sions of the detected objects, but rather predicts 2D bounding
boxes or provides pixel-wise segmentation. Even if we assume
a perfect camera calibration matrix which defines the projection
from image space to the road surface, this mapping will fail if
the ground-plane changes (e.g. ego vehicle brakes, accelerates
or on a sloping uphill).

On the other hand, Lidar sensors supply very accurate and re-
liable 3D measurements and therefore are suitable for accurate
3D obstacle detection. Although, mainly due to the low ground
sampling distance, as well as the missing ability to perceive col-
ors, Lidar based object boundary detection and classification are
less reliable than camera based approaches. This is especially

the case in distant, sparsely sampled regions of the Lidar point
cloud, as well as for small objects which consist of only few
sampling points.

In this article, we present an approach which combines the ad-
vantages of both, 2D object detection from chromatic images
using deep learning techniques and accurate 3D measurements
from Lidars, in order to obtain an accurate 3D object detection.

1.1 Related Work

In the past years, several approaches have been proposed to pro-
duce accurate and reliable object detection from 3D Lidar point
clouds. Some traditional approaches use clustering algorithms
to segment the data and assign the resulting group into differ-
ent classes (Douillard et al., 2011, Mertz et al., 2013). With
the rise of deep learning techniques, convolutional neural net-
work (CNN) have been widely used to tackle the task of 3D
object detection. However, due to the high dimensionality and
sparsity of 3D point clouds, applying deep learning techniques
to 3D point clouds implies high computational burden. There-
fore, most of the deep learning approaches transform the 3D
point cloud into an equivalent 2D representation, on which then
a 2D CNN is applied. (Li et al., 2016) projects the 3D Lidar
point cloud onto a camera’s perspective and then applies a 2D
full convolutional network to this representation in order to gen-
erate 3D detections. Other lines of work exploit a bird eye view
representation from the Lidar point cloud and apply their CNN
on this representation (Li, 2016). However, these approaches
suffer especially at long range and when dealing with occluded
objects due to the sparsity of the Lidar points in these regions
(Liang et al., 2018).

Camera images on the other hand, are able to provide dense
measurements. CNN approaches have been proven to be very
effective to perform object detection and have surpassed many
traditional methods in both accuracy and speed. Some promi-
nent examples like R-CNN (Girshick et al., 2014) and its vari-
ants (Ren et al., 2015) are based on region proposals. These
networks consist of two separated parts, one that proposes a
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region for possible detections and another part that does classi-
fication to these proposed regions. The drawback of this kind of
architecture is, that it significantly slows down the whole pro-
cessing speed. Another example, that overcomes this issue is
YOLO (You Only Look Once) (Redmon et al., 2015), which
uses one network for both, prediction of potential regions and
classification. The image is therefore divided into a coarse grid.
For each grid a predefined number of bounding boxes are pre-
dicted together with a class probability. Although all of these
methods perform well in detecting objects in the image space,
3D localizations of detected objects are not accurate, due to the
loss of depth information caused by the perspective projection
(Chen et al., 2016a, Chen et al., 2016b).

Recently, many techniques have been explored to exploit both
cameras and Lidar jointly. One common approach is to apply
2D deep learning techniques on both camera image and rep-
resentations of the Lidar point cloud in the bird eye view and
fuse the intermediate convolutional feature maps of both (Chen
et al., 2016c, Ku et al., 2017). As this is usually done at a
coarse level, the accuracy of the finally obtained 3D object de-
creases. Another line of work performs depth image based pro-
cessing. The Lidar point cloud is therefore projected in the im-
age space and encoded as an additional image channel (Gupta
et al., 2014, Silberman et al., 2012). The fused output can then
be passed to any 2D object detection architecture.

Our approach also follows the idea of projecting the Lidar point
cloud into the image space, but unlike the methods that encode
the depth information from Lidar as an additional image chan-
nel, we treat the task of object detection and depth estimation
seperately. A CNN is used to localize and classifiy objects from
a given RGB image. These 2D bounding boxes are then fused
with the projected 3D points using an accurate sensor cross-
calibration. Finally, the fused output is clustered, and a centroid
of the 3D object is calculated. This centroid then can be used
as an input for an object tracking algorithm.

1.2 Notations

In the following, we denote vectors by bold, lower-case letters
x and matrices by bold, upper case letters G. Scalars are repre-
sented by normal letters λ which may be either lower or upper
case.

2. THE OBJECT DETECTION SYSTEM

2.1 System Overview

In addition to the algorithm proposed in this article, we present
the entire process chain for the accurate cross-calibration of a
front facing camera with a collection of Lidar sensors based on
a simple checkerboard pattern. The calibration process, as well
as the entire detection framework can easily be extended to mul-
tiple cameras and Lidars to obtain a full 360 degrees coverage.
Figure 1 shows an overview of the proposed object detection
and classification algorithm.

In the proposed algorithm a CNN is used to perform the task of
object detection on a recorded image. CNNs have been proven
to be very effective in the area of image recognition and classifi-
cation. A CNN consists of an input and output layer, as well as
at least one hidden layer in between. The hidden layers in this
type of neural network are convolutional layers, that consist of
a set of learnable filters and are able to extract features from

Camera Image Lidar Point Cloud

CNN based 2D
Object Detection

Point Cloud to
Image Projection

Classification
of 3D Object

Point Candidates

Clustering Point
Candidates

Calculating Centroid
of 3D Objects

Figure 1. Flowchart showing the processing chain of the
proposed algorithm.

an input volume. In the first layer, usually low-level features,
such as edges, color, texture, et cetera are extracted and learned
from an image input. By adding more convolutional layers, the
network is able to also capture some high-level feature repre-
sentations and finding even more sophisticated patterns. For
the task of object detection, these learned features are finally
fed into one or more fully connected output layers, to obtain
the final result. They all have in common that the network pro-
pose several bounding boxes in the image and predicts if any of
them actually belongs to an object. In this way, the network is
able to detect multiple objects within an image.

For projecting the obtained Lidar point cloud from 3D space
into the 2D image space of the camera, an accurate sensor cross-
calibration between camera and Lidar is used, that will be ex-
plained in 2.2. The 2D bounding boxes predicted by the CNN
are used to select potential 3D object point candidates for each
of the detected objects. All Lidar points that are projected inside
a predicted 2D bounding box in the image space are therefore
selected as candidates to potentially contribute as 3D points to
a certain object. However, the rectangular bounding boxes, that
can be obtained from the CNN are in general larger than the
actual object. As a result, the group of points that are assigned
to a certain object, do not only contain all desired object cor-
responding points, but furthermore also foreground and back-
ground points.

To distinguish between actual object points, and foreground or
background points, the 3D point candidates are clustered based
on their spatial distribution. The clustering of points is not done
in the 3D space, but in a 1D space, i.e. the z-domain in the cam-
era frame. A K-means algorithm (MacQueen, 1967) with a pre-
defined number of three clusters is used for clustering. These
three clusters can be considered as foreground (e.g. a tree or
pole occluding the object), object and background. While clus-
tering along only one dimension is much faster than clustering
in the 3D space, one can also overcome the problem of multiple
separated clusters, e.g. due to occlusions, which in fact corre-
spond to the same object. For instance, a truck or a car standing
behind a tree would be represented by at least two clusters if the
points would be clustered in the 3D space. However, if they are
clustered in a 1D z-domain they will be represented by one clus-
ter only. As we assume, that the object occupies most space in
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the bounding box, all points corresponding to the largest cluster
are classified to actually represent the object.

Algorithms that perform tracking of moving objects, generally
track the centroid of the object or rather the centroid of the fac-
ing side e.g. of a car. Such a centroid can be easily tracked
over time, for instance, by an extended or unscented Kalman
filter (Wan , Van Der Merwe, 2000). Due to that reason, the
presented approach also focuses on the calculation of a reliable
centroid of an object. From the 2D bounding boxes in image
space, it is already possible to obtain a reliable estimation of
the x- and y-dimension of the objects centroid. However, as a
reliable distance estimation is also key for an accurate tracking
of moving objects, we are using the clustered points from the
Lidar to make a more precise estimation of the missing dimen-
sion. Apart from that, the framework can easily be extended to
3D object boundaries calculated from the Lidar point cloud.

2.2 System Calibration

The accuracy of the presented fusion approach highly depends
on an accurate calibration of the sensors. Therefore, we present
a straight-forward approach for the intrinsic camera calibration
and the cross-calibration between camera and Lidar.

2.2.1 Intrinsic Camera Calibration The intrinsic camera
parameters are calibrated following the well-known method of
Zhang (Zhang, 2000). Based on multiple recordings of a pla-
nar checkerboard pattern, the intrinsic matrix K (see eq. (1))
as well as radial symmetric and tangential distortion (eqs. (2)
to (6)) parameters are solved.

λ

xIyI
1

 = K · xC =

fx 0 cx
0 fy cy
0 0 1

 ·
xCyC
zC

 (1)

x̃d = x̃(1 + k0r
2 + k1r

4 + k2r
6)

+ p0(r
2 + 2x̃2) + 2p1x̃ỹ (2)

ỹd = ỹ(1 + k0r
2 + k1r

4 + k2r
6)

+ p1(r
2 + 2ỹ2) + 2p0x̃ỹ (3)

x̃ =
xI − cx
fx

=
xC
zC

ỹ =
yI − cy
fy

=
yC
zC

(4)

r2 = x̃2 + ỹ2 (5)
xId = x̃d · fx + cx yId = ỹd · fy + cy (6)

For later use, the image coordinates are directly undistorted.
This allows to work with an ideal pinhole camera model as de-
fined in eq. (1) throughout the entire system. Furthermore, the
undistorted image can be obtained by using a static remapping,
which can be solved by a simple look-up-table in combination
with an interpolation step.

2.2.2 Camera-to-Lidar Cross-Calibration For the camera-
to-Lidar cross-calibration we follow a semi-automated approach.
As for the intrinsic calibration of the camera, we are using a
checkerboard as a calibration target and align it in a way, that
it can be seen by Lidar and camera at the same time. We are
recording the camera image as well as the Lidar point cloud.
Afterwards, the four corner points of the checkerboard are se-
lected manually in the camera image (using intensity differ-
ences) and in the Lidar point cloud (using depth differences).

The detection of the checkerboard corners, could be also done
automatically. The relationship between the checkerboard cor-
ners detected in the recorded image with coordinates (xI , xI)
and the corresponding metric checkerboard coordinates (xcb, xcb, zcb =
0) is defined by the combination of a rigid body transformation
and the intrinsic camera matrix as follows:

λ

xIyI
1

 = K
[
r1 r2 r3 t

]
·


xcb
ycb
zcb
1


R =

[
r1 r2 r3

]
∈ SO(3) and t ∈ R3 (7)

The rigid body transform from 2D checkerboard coordinates
xcb to normalized image coordinates x̃ results in a so-called
planar homography defined by the matrix H , as given in eq. (9).

λ

x̃ỹ
1

 = λK−1

xIyI
1

 =
[
r1 r2 r3 t

]
·


xcb
ycb

zcb = 0
1


=
[
r1 r2 t

]
·

xcbycb
1

 (8)

λ′

x̃ỹ
1

 = H ·

xcbycb
1

 =
[
h1 h2 h3

]
·

xcbycb
1

 (9)

Up to an ambiguous scaling factor, the matrix H can be solved
from at least four points. Instead of using only four points,
we solve the homography in a least square sense from a to-
tal number of N detected checkerboard points (corners between
adjacent checkerboard fields). However, what one is interested
in, is not the homography itself, but the underlying rigid body
transform instead. An estimation µ̂ of the missing scaling factor
can be obtained as follows:

µ̂ =
2

‖h1‖+ ‖h2‖
(10)

(11)

This is since for a rotation matrix ‖r1‖ = ‖r2‖ = ‖r3‖ =
1 holds by definition. Another definition of a rotation matrix
is that all three column vector r1, r2, and r3 are orthogonal
to each other. Hence r3 can be calculated from r1 and r2 as
follows:

r3 = r1 × r2 (12)

From the least squares estimate of the matrix H , one can not
guarantee that r1 and r2 will be orthogonal to each other. There-
fore the estimated rotation matrix R has to be orthonormalized
based on its sigular value decomposition (SVD) as given in
eqs. (13) and (14).

R =
[
r1 r2 r3

]
= UDV T (13)

R̂ = UV T (14)

Here, D represents the diagonal matrix with the singular values
of R. This results in the estimate M̂ of the rigid body transfor-

The International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume XLII-2/W16, 2019 
PIA19+MRSS19 – Photogrammetric Image Analysis & Munich Remote Sensing Symposium, 18–20 September 2019, Munich, Germany

This contribution has been peer-reviewed. 
https://doi.org/10.5194/isprs-archives-XLII-2-W16-149-2019 | © Authors 2019. CC BY 4.0 License.

 
151



mation between checkerboard and camera coordinates xC .

M̂ =

[
R̂ t̂
0 1

]
∈ SE(3) with t̂ = µ̂ · h3 (15)

Based on the matrix M̂ , one obtains the checkerboard plane in
camera coordinates xC as given in eq. (16).

n = R̂ ·

00
1

 s = t̂ (16)

Here, n defined the planes normal vector, while s is the respec-
tive support vector.

Using the plane defined by n and s in camera coordinates one
is able to calculate the 3D corners of the calibration target by
calculating the intersection between the detected image points
and the defined plane. For later use, we will denote these four
corner points by the set Xcb

C = {xcb(0)
C , · · · ,xcb(3)

C }.

While the selection of the four corner points of the checker-
board in the image is straight forward it is more difficult in the
Lidar point cloud. From the recorded Lidar point cloud we cal-
culate an orthogonal 2D projection onto the y-z-plane. In this
projection the 2D corners of the calibration target are selected
by finding the respective depth continuities. Based on all Li-
dar points lying within the selected rectangular region, the 3D
target plane is estimated while removing outliers from the set
of points using singular value decomposition. Finally the set of
calibration target cornersXcb

L = {xcb(0)
L , · · · ,xcb(3)

L } in the Li-
dar frame is obtained by projecting the selected 2D points onto
the estimated plane.

The rigid body transformation between both sets of points Xcb
C

and Xcb
L can be obtained in a closed form. The respective mean

values as well as the estimation of the cross-covariance matrix
is calculated as follows:

xcbC =
1

4
·

3∑
i=0

x
(i)
C (17)

xcbL =
1

4
·

3∑
i=0

x
(i)
L (18)

C =

3∑
i=0

(
x
(i)
L − xL

)
·
(
x
(i)
C − xC

)T (19)

From the singular value decomposition of C one obtains the
rotation matrix from Lidar to camera frame as follows:

C = UDV T → R = V UT (20)

In case that R has a negativ determinate it has to be recalculated
as follows:

Ṽ = V

1 0 0
0 1 0
0 0 −1

→ R = Ṽ UT (21)

Based on the rotation matrix R and the means xC and xL the
translation vector t is obtained as follows:

t = xC −R · xL (22)

In fact, the system can easily be extended multiple Lidar sensors
and cameras. While multiple Lidars can be cross-calibration
based on standard interative closest points (ICP) approaches,
the camera-to-camera cross-calibration can be obtained from
the homography between two views.

2.3 2D Object Detection

For the task of 2D object detection in the recorded image, each
CNN with the purpose of object detection can be used. We
decided to use the so called YOLO (You Only Look Once) net-
work, which was first introduced in 2015. YOLO is capable
of super real-time object detection, obtaining a maximum of 45
FPS on a GPU. For each image, it predicts spatially seperated
bounding boxes in the image space and additionally outputs an
associated class probability for each of the predicted bound-
ing boxes. The model is trained on the Berkely driving dataset
(Yu et al., 2018), which consists of a total of 100K images and
contains 10 classes (e.g. car, bike, bus, motor, person, traffic
sign/light), that are all relevant in the field of autonomous driv-
ing application. Before we can start to train the model, some
preliminary work has to be done. This involves resizing the im-
age (according to the input shape accepted by the model) and
converting the ground truth labels from the dataset into an ap-
propriate form. As it is usually hard to train a model from the
scratch, we make also use of transfer learning. Transfer learn-
ing is the process of taking a pre-trained model (that was al-
ready trained on a large dataset) and re-use some of its first lay-
ers. As these layers usually learn general features like edges or
curves, they can even be taken from a model that was trained for
a complete different purpose. The trained model is afterwards
evaluated on the validation dataset with the proposed method
(mean average presicion) of Berkely driving dataset.

2.4 3D Object Modeling

2.4.1 World to Image Projection Based on a proper sen-
sor cross-calibration as described in Section 2.2 the recorded
3D point cloud measured by a Lidar sensor is projected into
the image space. For any Lidar point xL = [xL, yL, zL]

T this
projection is defined as follows:

λ

xIyI
1

 = K ·
[
R t

]
·


xL
yL
zL
1

 (23)

Here [R t] defines the rigid body transform from Lidar to cam-
era frame, obtained from the cross-calibration.

2.4.2 3D Object Point Candidate Selection The Lidar
points, that have been projected into the image space are fused
with the information obtained by the CNN. In order to select
the 3D object points that belong to a particular object, all Li-
dar points that are inside a certain bounding box are treated as
potential candidates. As these bounding boxes are rectangular,
but the detected objects usually have a different shape, a bound-
ing box spans over a bigger volume than the object. Therefore,
some of the points, that were beforehand selected to be poten-
tially belonging to the object, actually represent foreground or
background.
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2.4.3 3D Object Segmentation In autonomous driving ap-
plication, one is generally interested in the centroid of the ob-
ject, as this can then serve as an input for tracking algorithms.
Hence, it is desirable to exclude all points corresponding to
foreground or background in order to calculate the centroid of
the object. To obtain all points which really correspond to the
detected object, the 3D point candidates are clustered based on
their spatial distribution. From the 2D bounding boxes in the
image space, it is already possible to obtain a reliable estima-
tion of the x- and y-dimension of the objects centroid. Hence,
instead of doing a complete 3D clustering of points, we decided
to apply the clustering only in a 1D space, i.e. the z-domain of
the camera frame. Aside the fact, that 1D clustering is much
faster than clustering in the 3D space, we also overcome the
problem of dealing with multiple seperated clusters of one ob-
ject, due to occlusion. As we assume the object to occupy most
of the space inside the 2D bounding box, all points correspond-
ing to the largest cluster are classified to actually represent the
object. These object points are thereafter used to estimate the
centroid of the object. This allows a much more accurate mo-
tion estimation, compared to a centroid that was only calculated
based on an 2D detection.

3. EXEMPLARY RESULTS

Finally, the proposed algorithm is applied to sensor recordings
from our own test vehicle. Figures 2 to 6 show some exem-
plary results for different kind of scenarios. It can be seen,
that our method offers a stable and reliable object detection and
centroid estimation in various situations. Due to the clustering
in the 1D space, centroids of objects that are (partly) occluded
can still be calculated properly (see Figure 5). However, one
drawback is the accuracy of detections at long range distance.
Although the camera predicts an object, centroids calculated
from Lidar points cannot be estimated, due to the sparsity of
the Lidar points (figures 2, 5). Although the accuracy in dis-
tance estimation will drop in such cases, we are still be able
to detect the object, which makes this approach superior com-
pared to pure Lidar based detections. Additionally, our algo-
rithm simultaneously offers a object classification, that distin-
guish between 10 classes. A commonly used metric to evalu-
ate the performance of an object detection algorithm is Average
Precision (AP) (Wilson et al., 2019). To obtain this metric, the
Intersection-over-Union (IoU) between predicted bounding box
bpred and ground truth bounding box bt , which is defined as the
overlapping area of the two boxes, is calculated. A detection is
only considered to be true positive, if it has an IoU greater than
a given threshold. On the validation dataset our trained model
achieves the top 5 precision, as stated in table 1.

Class Car Truck Bus Person Bike

AP [%] 43.21 39.35 37.01 22.64 17.33

Table 1. Average Precision of the top 5 classes obtained by our
trained CNN model. Following the Berkeley Driving Dataset

challenge, an AP75 is used which correpsonds to a threshold of
0.75.

Please note, that the Berkeley Driving Dataset Challenge, from
which we derived our benchmark, applies a relatively strict lo-
calization goal ofAP75 (corresponding to an threshold of 0.75).
Therefore, the achieved precisions might seem low compared
to results from other object detection challenges. From table
1 it can be derived, that our model generally performs better

on larger objects, like cars, trucks or buses. This is due to the
limitations of the YOLO architecture. As the input images are
being resized to a resolution of 448x448, some of the already
small objects are sized down to a very few pixels, which the
network is not able to learn anymore. Additionally, the model
struggles with small objects that appear as a cluster (e.g. group
of people).

4. CONCLUSION

In this paper a sensor fusion framework for 3D object detec-
tion in autonomous driving applications was shown. The pro-
posed method uses a state-of-the-art CNN to detect and clas-
sify objects from camera images. An accurate sensor-cross-
calibration approach is used, to map 3D Lidar points into the
image space. The fused points are then assigned to the 2D
bounding boxes, that were predicted from the CNN. A 1D K-
means algorithm is thereafter applied, to seperate actual objects
points from foreground and background points. From the re-
sulting object points, 3D centroids are calculated, which can be
used as an input for tracking algorithms. On real data, obtained
from one of our test vehicles, the method shows superior de-
tection accuracy compared to pure Lidar based algorithms. By
fusing depth information from the Lidar, with the detections ob-
tained by the camera, we can also overcome the loss of depth
information caused by the perspective projection of the camera.
Our approach therefore offers reliable and accurate distance and
position information from objects, that is necessary for a precise
motion estimation. Apart from that, our algorithm simultane-
ously offers a object classification, that distinguish between 10
classes. Due to the CNN architecture that we used, the model
generally performs better on larger objects. The performance
can be easily enhanced, by using another CNN architecture, e.g.
YOLOv3 (Redmon , Farhadi, 2018) or SqueezeDet (Wu et al.,
2016). Furthermore, the framework can easily be extended to
multiple cameras and Lidars to obtain a full 360 degrees cover-
age. For a future work our method could be extended, by fus-
ing 3D boundaries calculated from the Lidar point cloud into
the image space and estimate 3D bounding boxes. Another ap-
proach is to do semantic or instance segmentation instead of
object detection, which would make the clusterer redundant.
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(a) camera image (b) point cloud top view

Figure 2. Object detection results on a highway scenario. (a) Camera image overlayed with bounding boxes calculated by the CNN
(red rectangles around vehicles) and 3D centroids projected into the image (orange cubes). (b) Top view of the Lidar point cloud

(white dots) with calculated object centroids (orange cubes). Ego vehicle is located at the left boundary of the figure. Grid cells have a
size of 10 by 10 meters. Centroid of the truck in a distance ob about 170 m is not shown in the image.

(a) camera image (b) point cloud top view

Figure 3. Object detection results on a junction. (a) Camera image overlayed with bounding boxes calculated by the CNN (red
rectangles around vehicles) and 3D centroids projected into the image (orange cubes). (b) Top view of the Lidar point cloud (white

dots) with calculated object centroids (orange cubes). Ego vehicle is located at the left boundary of the figure. Grid cells have a size of
10 by 10 meters.

(a) camera image (b) point cloud top view

Figure 4. Object detection results in heavy traffic. (a) Camera image overlayed with bounding boxes calculated by the CNN (red
rectangles around vehicles) and 3D centroids projected into the image (orange cubes). (b) Top view of the Lidar point cloud (white

dots) with calculated object centroids (orange cubes). Ego vehicle is located at the left boundary of the figure. Grid cells have a size of
10 by 10 meters. Even the two cars between the truck and the leading vehicle in a distance of about 80 m and 100 m are detected

correctly.
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(a) camera image (b) point cloud top view

Figure 5. Object detection results for an urban scenario. (a) Camera image overlayed with bounding boxes calculated by the CNN (red
rectangles around vehicles) and 3D centroids projected into the image (orange cubes). (b) Top view of the Lidar point cloud (white

dots) with calculated object centroids (orange cubes). Ego vehicle is located at the left boundary of the figure. Grid cells have a size of
10 by 10 meters. Due to the K-means clustering the centroid of the car on the left occluded by a tree is still calculated correctly. For

the far distant car detected by the CNN no centroid was calculated since it is confirmed by only little number of Lidar points.

(a) camera image (b) point cloud top view

Figure 6. Object detection results for a challenging urban scenario. (a) Camera image overlayed with bounding boxes calculated by
the CNN (red rectangles around vehicles) and 3D centroids projected into the image (orange cubes). (b) Top view of the Lidar point

cloud (white dots) with calculated object centroids (orange cubes). Ego vehicle is located at the left boundary of the figure. Grid cells
have a size of 10 by 10 meters. For the most distant car detected by the CNN no centroid was calculated since it is confirmed by only

little number of Lidar points.
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