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ABSTRACT:

Automatic facial age estimation is a challenging task upcoming in recent years. In this paper, we propose using the supervised deep
learning features to improve an accuracy of the existing age estimation algorithms. There are many approaches solving the problem,
an active appearance model and the bio-inspired features are two of them which showed the best accuracy. For experiments we chose
popular publicly available FG-NET database, which contains 1002 images with a broad variety of light, pose, and expression. LOPO
(leave-one-person-out) method was used to estimate the accuracy. Experiments demonstrated that adding supervised deep learning
features has improved accuracy for some basic models. For example, adding the features to an active appearance model gave the 4%
gain (the error decreased from 4.59 to 4.41).

1. INTRODUCTION

Automatic facial age estimation is a challenging task upcom-
ing in recent years due to numerous applications in security sys-
tems, human-computer interactions, age-invariant person identi-
fication.

Using facial images might be the simplest way to estimate the age
since human faces are considerably affected by the aging process.
Therefore there are many articles that use facial images to solve
this problem since 1999 (Kwon and Lobo, 1999).

Though the problem seems to be quite simple: the goal is to pre-
dict human age using only facial image, it remains a complex
problem. The reason is that face skin is heavily determined by
external factors, such as environment and lifestyle. Moreover,
age perception can be changed by clothes / glasses / mustache.

This is a classic example of pattern recognition problem that can
be stated as to classify a new unobserved sample into one of the
predefined classes. In this case, classes are the ages and samples
are the facial images.

One of the state-of-the-art approaches performing a pattern recog-
nition task is deep learning. Deep learning is a set of algorithms
that uses machine learning to find the best feature representation
of the input data. Drobnyh (2016) used the unsupervised deep
learning method based on K-Means clustering algorithm to solve
the same problem.

A new supervised deep learning algorithm that uses random for-
est was proposed by Martyanov et al. (2012). In this paper, we
propose to use the supervised deep learning approach mentioned
above to improve an accuracy of the existing age estimation al-
gorithms.

2. BASIC APPROACHES

The majority of approaches that give the best accuracy, according
to Panis et al., 2016, are based on the active appearance model
and the bio-inspired features.

2.1 Active appearance model

An active appearance model (Cootes et al., 1998) is a statistical
model that describes both the shape and gray-level appearance of
the object of interest. This model can be generalized to almost
any valid case. A brief description of the algorithm is presented
below.

First of all, we need to build an active shape model. Input data is
a training set of images where each object is labeled with land-
marked points.

Figure 1. Labeled face example from FG-NET database.

Every set of that points {(x1, y1) , (x2, y2) , . . . , (xn, yn)} is a
representation of shape. Each shape vector then can be formed in
the following way:

x = (x1, . . . , xn, y1, . . . , yn)
> (1)
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Then the shape model can be built. A shape of each object has to
be independent of the position, orientation, and scale. Thus we
need to align the shapes in the iterative way to minimize the sum
of squared distances between each shape and the mean:

D =
∑
|xi − x|2 (2)

To do that only rotation, scaling, and displacement operations are
allowed. Next, principal component analysis (PCA) is applied to
the set of shapes and we can finally obtain the entire shape model:

x ≈ x + Psbs (3)

where x is a mean shape, Ps is a matrix containing eigenvectors
of covariation matrix, and bs is a set of the shape parameters,
which we will use.

To build a statistical model of the gray-level appearance we should
warp each sample to the mean shape (using a triangulation algo-
rithm and bilinear approximation). An example of aligned tex-
tures is shown on the Fig. 2. They seem quite unusual, but that’s
a good way to ensure independence from pose. In order to obtain
texture vectors t, we should collect all the gray intensity values
from warped images over the main shape region. After that the
texture vectors can be aligned to the mean in the same way as the
shapes at equation 2 using described operations.

Figure 2. Aligned textures obtained from the AAM
implementation.

As the next step, PCA is applied in order to get the entire texture
model:

g ≈ g + Pgbg (4)

Finally, we should concatenate vectors bs and bg and perform
PCA once again to obtain appearance parameters.

2.2 Bio-inspired features

The bio-inspired features (BIF) (Mu et al., 2009) were created
for approximate modeling of object recognition process in the
cortex. The model contains alternated simple and complex layers
creating increasing complexity as the layers progress from the
primary visual cortex to inferior temporal cortex. The BIF model

designed for the age estimation problem contains only one simple
(S1) and one complex (C1) layers. The input is a gray-scale facial
image.

The simple layer is created by convolving an array of Gabor fil-
ters (equation 5, 6 and 7) at 4 different angles θi and 8 pairs of
different scales, according to the table in the article (Mu et al.,
2009).

Gi(x, y) = exp

(
− (X2 + γ2Y 2)

2σ2

)
× cos

(
2π

λ
X
)

(5)

X = x cos θi + y sin θi (6)

Y = −x sin θi + y cos θi (7)

The complex layer consists ofMAX and STD operations. Firstly,
each pair of scales are combined using MAX operator:

Fi = max (xj1i , x
j2
i ) (8)

where xj1i and xj2i are results of convolution with a pair of Gabor
filters (at s scale) and max – pixel-wise maximum operation.

Next, STD operation is performed:

std =

√√√√ 1

Ns ×Ns

Ns×Ns∑
i=1

(Fi − F )
2
, (9)

where F – mean value of convolved images in Ns × Ns neigh-
borhood.

Finally, we should gather all the features (std) in a vector (that is
our new representation for each image) and apply PCA to get a
smaller dimensional representation of the features.

3. PROPOSED APPROACH

Figure 3. The supervised deep learning pipeline.
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We propose to use the supervised deep learning features to im-
prove prediction accuracy (Fig. 3). First of all, we should obtain
a large set of small patches (for example, k patches from every
sample). Let n be the size of the patches, every patch can be
presented as an n2 vector.

Next, the random forest (Breiman, 2001) with K trees is built.
Vectors obtained above are the input, and classes (ages in our
case) are the output. Let T = {ti, i = 1, . . . ,M} be set of all
terminal nodes of that forest.

Then we can calculate the new representation for each new image
using listed algorithm (Fig. 4):

1. Extract all possible patches from a new image:{
xi, i = 1, N

}
2. Push each patch xi through the random forest in order to

obtain the terminal nodes has been activated by it {Ti ⊂ T}

3. Calculate new representation H of length M using follow-
ing formula:

Hi =
| {Tk, ti ∈ Tk} |∑
j
| {Tk, tj ∈ Tk} |

(10)

Figure 4. Histogram calculation.

The calculated histograms are the new feature representation.

4. EXPERIMENTS

4.1 Database

FG-NET (Panis et al., 2016) database was used to estimate the
accuracy. The database contains 1002 images with wide varia-
tions of pose, expression, and lighting. There are 82 different

subjects who contributed from 6 to 18 images with ages ranging
from newborns to 69 years old subjects.

Figure 5. Age distribution in the FG-NET database.

FG-NET database also has 68-point annotations for the images
(Fig. 1 shows an example).

4.2 Bio-inspired features

Enhanced bio-inspired features (Eldib and El-Saban, 2010) were
implemented. The only difference from the original algorithm is
the input data: 100 × 100 pixel aligned textures obtained from
the AAM implementation instead of unprocessed images (Fig. 2
shows an example).

4.3 Supervised deep learning

200 × 200 pixel aligned textures that were obtained from the
AAM implementation and smoothed by Gaussian filter (diame-
ter = 9, σ = 3.2) were used as the input images. 1000 11 × 11
pixel patches from each image (from training set) were extracted
and the random forest with 40 trees of depth 6 was built. Fur-
ther, we created the histograms collecting all the possible patches
from each image. Obtained histograms were concatenated with
other features and then PCA was applied to reduce feature space
dimension.

4.4 Classifier

To solve classification problem, we built a cascade of binary clas-
sifiers. Classifier fi(x) returns 1 if it decides that the subject on
an image is older than i years and 0 otherwise. Then we can
define the final classifier in the following way:

f(x) =
68∑
i=0

fi(x) (11)

Each classifier is an RBF SVM classifier (Cortes and Vapnik,
1995). We used cross-validation algorithm to determine optimal
parameters for each classifier.

4.5 Error calculation

We evaluated the algorithms using the leave-one-person-out scheme.
All images of each subject were used for testing, whereas all re-
maining samples formed the training data. Random forests were
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also fit independently for each person. Mean Absolute Error
(MAE, in ages) was used to measure the model accuracy. That
scheme assures a much more stable evaluation since there were
no subject dependencies between the training and testing sets.

4.6 Results

Results on the Fig. 6 show that using the supervised deep learn-
ing features can be used to improve an accuracy. With an active
appearance model, the supervised deep learning features gave the
4% gain (an error decreased from 4.59 to 4.41). However, adding
the features to the bio-inspired features didn’t change an error
(4.35). The reason is that both the bio-inspired features and the
supervised deep learning approaches share similar ideas: they try
to analyze images through edges, lines, and gradients.

Figure 6. Results of the experiment.

5. CONCLUSION

In this paper, we proposed an innovative algorithm for human
age estimation problem. The key idea of the algorithm is to use
the supervised deep learning features to improve an accuracy of
existing approaches. Two basic approaches were implemented:
an active appearance model and the bio-inspired features. Ex-
periments demonstrated that adding the supervised deep learning
features may improve accuracy of some basic models.
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