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ABSTRACT: 

Accurate prediction of TEC can significantly improve the accuracy of navigation and positioning, therefore TEC observation and 
prediction has become a hot spot in ionospheric research. TEC has the characteristics of nonlinearity and non-stationarity, that cannot 
accurately describe this change by analytic expressions. Through the analysis of TEC content changes at the same time for several 
consecutive days in different seasons, it can be concluded that the TEC change at the same time in a short period is relatively stable, 
the overall monotonous change trend has a certain correlation. Since the grey model performs better in the prediction of a small 
amount of data and has a high accuracy in the prediction of time series with monotonous changes, it is used in the prediction of the 
same time and point-to-point short-term prediction of TEC. The accuracy of the grey model is verified by the Posterior variance ratio, 
the Little error probability test and the relation grade. The residual correction is made for the prediction results with low prediction 
accuracy, by further establishing the GM (1,1) model of residual values, and the original prediction results being compensated and 
refined by the residual GM (1,1) model. The experimental results show that the improved model is more accurate than the grey 
prediction model and can reflect the changing characteristics of ionospheric TEC. 

* Corresponding author 

1. INTRODUCTION

As one of the important characteristic parameters in the 
ionosphere, the Total Electron Content TEC (Total Electron 
Content) is directly related to the propagation error of satellite 
signals, and its Spatiotemporal changes will have an important 
impact on navigation, positioning, remote communication, 
etc.( MATTHEW,2008) Its observation and prediction have 
become a hot spot in ionospheric research(CAI,2006) 
(YUAN,2002)( MENG,2011) In the process of passing through 
the ionosphere, satellite signals will be affected by the 
instability of the ionosphere itself, resulting in signal delay, 
etc.( SCHMIDT,2007)Therefore, it is necessary to establish an 
appropriate model to analyse  and predict the distribution of 
ionosphere electrons. (LI,2007) Currently, models for prediction 
of ionospheric TEC value are generally divided into two types: 
one type is empirical models based on statistical experience, 
such as Klobuchar,  NeQuick, IRI  model, etc.(CALAIS,1995) 

Such models are widely used because of the advantages of 
simple calculation and easy to use. (LIU,2010)The other type of 
model is to use the existing observation data and use some 
mathematical modelling methods to extrapolate the ionospheric 
TEC, to obtain the prediction results. Modelling methods of 
such prediction models include time series model, artificial 
neural network model, (HABARULEMA,2007) autocorrelation 
analysis method, grey model, etc.( FAN,2010) The research 
shows that the above models can obtain good prediction results . 
( RATNAM,2012) 

Ionospheric TEC has obvious cyclical (24 h) and seasonal 
periodicity, day and night for days at the same time in different 
seasons of TEC content analysis found that, in a short period of 
time for a few days of TEC changes in the same time is 

relatively stable, the monotonous change trend overall, has 
certain correlation, can be monotonous change trend as the 
white part. However, the influence of the external environment 
can easily lead to random changes in ionospheric TEC, which 
can be regarded as the black part. Therefore, the change process 
of TEC at the same time in a few consecutive days in a short 
time can be regarded as a grey process, and GM (1,1) model is 
adopted for prediction. (KAYACAN,2010)When the original 
ionospheric TEC sequence changes a lot, if the general GM (1,1) 
model is directly used for prediction, the prediction results will 
often have a large deviation.( LU,2008) To solve this problem, 
this article through after effective differential ratio and small 
error probability test and correlation to test the accuracy of grey 
model, for accuracy is not high residual error of the grey model 
to predict the results of correction, establish the residual value 
of GM (1, 1) model(DENG,1982), through the residual error 
GM (1, 1) model prediction value compensation of the original 
forecast value, further elaboration prediction model, the 
ionosphere TEC forecast.  

2. GREY PREDICTION MODEL GM (1, 1)

2.1 Establishment of Grey GM (1,1) Model 

Grey forecasting is a forecasting method of grey system. Grey 
prediction identifies the degree of divergence of development 
trends among system factors, namely, carries out correlation 
analysis, and generates and processes the original data to find 
the law of system change, generates data sequences with strong 
regularity, and then establishes the corresponding differential 
equation model to predict the future development trend of 
things. (GUO,2012) 
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The GM (1,1) model was established with the ionospheric TEC 
sequence as the modelling sample. The modelling process was 
as follows: 

1. the observed ionospheric TEC sequence is
denoted as (0) (0) (0) (0){ (1), (2),..., ( )}x x x x n . for1-AGO

sequence is generated by a (0)x sum, denoted
as (1) (1) (1) (1){ (1), (2),..., ( )}x x x x n , where the sum formula

is:

(1) (0)

1
( ) ( ) 1   2,. . .,  

k

i
x k x i k n


 ,  (1) 

where k =1,2…,n

i  =1,2…,n
(0)x = the observed ionospheric TEC sequence

(1)x = 1-AGO sequence is generated by a (0)x sum

2. 1z（ ）  is the sequence generated by the 
immediate mean value of 1x（） , also known as the 
background value sequence, denoted as The 
calculation formula is as follows: 

1 1 1 12{ }3z z z z n （ ） （ ） （ ） （ ）（ ）， （ ）， ， （ ）   (2) 

1 (1) 11
( ( ) ( 1)), 2, ,

2
z k x k x k k n    （ ）（ ）  (3) 

where 
1z（ ） = the sequence generated by the immediate mean 

value of 1x（）

k =2,…,n 
(1)x = 1-AGO sequence is generated by a (0)x sum

3. The differential equation of the model (1,1)GM is:

(1)
(1)dx

ax u
dt

   (4) 

where 
(1)x = 1-AGO sequence is generated by a (0)x sum
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After we solve for â , Solve the differential equation:

(1) (0)
1ˆ ( 1) (1) atu u

x k x e
a a

      
 (5) 

4. perform progressive reduction, and the
reduction value of the model is:

(1) (1) (1)
0 1 1ˆ ˆ ˆ( 1) ( 1) ( )x k x k x k      (6) 

5. calculate the prediction residual of the model
and generate the residual sequence, denote as

(1) (1) (1){ (1), (2), , ( )}E n      (7) 

(0 ) (0 )ˆ( ) ( ) ( )k x k x k    1,2, ,k n    (8) 

2.2 Accuracy Detection of Grey Model GM (1,1) 

The accuracy of grey model GM (1,1) was tested using post-
verification square difference ratio C , small error probability 
test P and correlation degreeW . The calculation formulas of the 
three parameters are as follows: 

1. difference ratio of the  post-verification
formula:

2 1C S S  (9) 

2. Small error probability:

1( ( ) ) 0.6745P P k S     (10) 

3. correlation degree:

0

1
( )n

i iW l
n

    (11) 

where 

1S , 
2S = the variances of Sequence (0)ˆ ( )x k and 

residual sequence (0)( )k  

 = the mean of (0)( )k
n =1,2…n

i =1,2…n

The posterior variance ratio C more smaller, the larger the 
probability of small error P is. Generally speaking, whenC  is 
less than 0.35 and P  > 0.95, the higher the prediction accuracy 
of GM (1,1) and the correlation degree W > 0.6 indicate that the 
grey model GM (1,1) has higher prediction accuracy. 

3. RESIDUAL GM (1,1) MODEL

As the growth of the time and the instability of the ionosphere 
TEC itself will lead to the grey model GM (1, 1) prediction 
accuracy cannot be guaranteed, in order to improve the 
prediction precision of GM (1, 1) model, in this paper, the 
prediction accuracy is not high residual error of the grey model 
to predict the results of correction, establish the residual value 
of GM (1, 1) model and residual error GM (1, 1) model for 
short. The forecast value of residual GM (1,1) model is used to 
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compensate the original forecast value, so to further refine the 
forecast model and improve the prediction accuracy. 
 

(0) (0) (0) (0)( (1), (2), ( ))n      

 
where     (0) (1)ˆ( ) ( ) ( )k x k x k   is the residual sequence of 

(1)x  
                  n   = the total number of samples 

 

If   there is 0k , it is satisfied 

1.            
0k k   

 
The symbol of (0)( )k  is consistent 

 
2. 

0 4n k   

 
Then  
 

(0) (0) (0)
0 0( ( ) , ( 1) , ( ) )k k n     

 
is the mode label   residual tail, still marked as 
 

(0) (0) (0) (0)
0 0( ( ), ( 1), ( ))k k n       

 
Let  
 

(0) (0) (0) (0)
0 0( ( ), ( 1), ( ))k k n       

 
be the mode label residual tail, The time response of the 
GM(1,1) model of the cumulative sequence 
 

(1) (1) (1) (1)
0 0( ( ), ( 1), ( ))k k n       

 
is 
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k k e k k

a a
 

 

           (12) 

 
Then the simulation sequence of the residual tail is: 
 

(0) (0) (0) (0)
0 0

ˆ ˆ ˆ ˆ( ( ), ( 1), ( ))k k n       

 
among them 
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



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Corrected by (0)ˆ   , (1)X̂ is called modified time response 
 
 

0

(0)
0

(1)

[ ( )](0) (0)
0 0

( (1) ) ,
ˆ ( 1)

( (1) ) ( ( ) ) ,

ak

a k kak

b b
x e k k

a a
x k

b b b
x e a k e k k

a a a









 

    
     


 (14) 

 

where         (0)( )x k  = The actual data 

                    (0)ˆ ( )x k  = Simulated data 

                     ( )k  = residual 

                         e    = natural constant 
The GM(1,1) model is modified for the residual, referred to as 
the residual GM(1,1). The sign of the residual correction value 
should be consistent with the sign of the residual tail (0) .if 
 

(0) (1) (1) (0) ( 1)ˆ ˆ ˆ( ) ( ) ( 1) (1 )( (1) )a a kb
x k x k x k e x e

a
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Corresponding residual correction time  responds. 
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(15) 

 
where         (0)( )x k  = The actual data 

(0)ˆ ( )x k  = Simulated data 

( )k   = residual 

e   = natural constant 
 
Residual correction model called subtractive reduction. 
 

4. EXPERIMENTAL ANALYSIS 

4.1 Data Selection 

According to the 11a cycle change of the number of sunspots, 
this paper selects the 2015 year of the year of the IGS 
centre102-115 (spring April), 193-206 (summer July), 282-295 
(autumn October), 11-24 (Winter January) Ionospheric TEC 
grid point data at high latitude (75°N, 115°E), mid-latitude 
(40°N, 115°E), low latitude (5°N, 115°E) as sample . 
Considering the inapplicability of the grey model GM(1,1) to a 
large amount of data, this paper uses the time-to-point 
prediction method and uses the ionospheric grid point 
observations released by the IIGS centre  at intervals of 2h. The 
TEC data at the same time   in the first 8 days is selected as the 
model sample, and the grey model GM(1,1) is used to predict 
the TEC value at the same time in the last 6 days, and the 
residual result is corrected for the prediction result of the grey 
model with low prediction accuracy. The GM(1,1) model of the 
residual value is established, and the original prediction value is 
compensated by the prediction value of the residual GM(1,1) 
model to further refine the prediction model. The forecast 
results are compared with the observations provided by IGS, 
and the accuracy of the model prediction is evaluated by 
defining the daily average relative accuracy P  and the root 
mean square error RMSE . 
 

 12

1

1
1

12
p IGS

i
IGS

I I
p

I


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where   

pI = the forecast value, 
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IGSI =the observation value issued by the IGS 

Center 

i  = the number of 12 samples in a day.

4.2 Forecast results and analysis 

The GM (1,1) model with grey model and residual correction is 
used to forecast TEC data in different regions. The low latitude 
region is taken as an example. Figure 1 to Figure 4 shows the 
comparison between the prediction results of different models 
in the four latitudes in the low latitudes and the actual 
observation data. It can be seen that the prediction results of the  

four seasons in the low latitude region are overall, and the 
prediction accuracy in spring is better than that in the other 
three seasons. The accuracy is a bit worse. 

Figure 1. TEC forecast for 6 days in spring at low latitudes 

Figure 2. TEC forecast for 6 days in summer at low latitudes 

Figure 3. TEC forecast for 6 days in autumn at low latitudes 

Figure 4. TEC forecast for 6 days in winter at low latitudes

Spring Summer Autumn Winter 

Days GM(1,1) Residual GM GM(1,1) Residual GM GM(1,1) Residual GM GM(1,1) Residual GM 

1 90.87 91.98 84.53 86.71 88.70 89.78 88.08 91.36 

2 89.75 92.54 86.89 89.41 89.51 85.66 89.79 93.12 

3 83.88 86.63 89.79 92.87 84.50 88.54 85.70 91.10 

4 74.36 76.87 86.42 84.85 86.91 91.26 83.62 89.80 

5 80.85 81.26 83.10 85.18 86.48 88.82 87.06 88.27 

6 68.70 71.20 71.02 76.10 78.44 83.29 82.11 85.59 

Mean 81.40 83.41 83.63 85.85 85.76 87.89 86.06 89.87 

Table 1. Daily average relative accuracy of four models in low latitudes P % 

Spring Summer Autumn Winter 

Days GM(1,1) Residual GM GM(1,1) Residual GM GM(1,1) Residual GM GM(1,1) Residual GM 
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1 85.63 90.22 87.57 90.37 91.12 92.46 86.60 92.05 

2 85.81 89.58 84.14 85.59 83.90 87.25 87.81 92.18 

3 92.53 96.24 83.54 84.97 80.77 83.15 78.52 86.25 

4 89.24 93.40 75.36 77.68 81.30 84.75 84.51 91.79 

5 91.24 94.65 90.04 91.47 76.84 80.07 81.21 87.78 

6 84.78 86.15 77.49 78.83 68.88 72.28 64.83 71.69 

Mean 88.21 91.71 83.02 84.82 80.47 83.33 80.58 86.96 

Table 2. Daily average relative accuracy of four models in mid-latitudes P % 

Spring Summer Autumn Winter 

Days GM(1,1) Residual GM GM(1,1) Residual GM GM(1,1) Residual GM GM(1,1) Residual GM 

1 83.02 90.80 89.28 92.50 71.62 80.43 76.85 85.91 

2 86.64 91.20 82.46 85.81 74.32 78.72 82.13 87.68 

3 87.44 90.77 79.09 82.08 74.66 78.46 68.40 75.66 

4 82.14 88.74 55.99 59.07 64.64 68.24 62.76 71.54 

5 79.12 87.46 58.67 61.27 66.59 73.91 75.77 77.64 

6 79.44 86.37 64.62 66.76 64.85 71.03 66.66 73.99 

Mean 82.97 89.22 71.69 74.58 69.45 75.13 72.10 78.74 

Table 3. Daily average relative accuracy of four models in high latitudes P % 

Based on table 1, table 2 and table 3 prediction data to carry on 
the analysis of the daily average relative precision, after residual 
correction of grey model is relatively ordinary grey model in 
prediction accuracy on ascending to a certain extent, from the 
point of prediction area, low latitudes and mid-latitude every 
seasonal forecasting accuracy remains at a high level, and the 
 forecast accuracy of change is relatively stable, the 
performance good prediction accuracy of mid-latitude spring 6  

d, daily average relative accuracy of 91.71%. Except for 6d in 
spring, the average daily relative accuracy of 6d in high latitude 
area is 89.22%, and the prediction accuracy of 6d in other three 
seasons is all lower than 80%, which is not ideal. 

Model Area 1d 2d 3d 4d 5d 6d Mean 

Low latitude 2.68 2.24 2.26 2.96 2.51 3.56 2.70 

GM(1,1) Middle latitude 0.67 0.69 0.48 0.50 0.52 0.72 0.60 

High latitudes 1.75 1.54 1.41 1.86 2.54 2.67 1.9 

Low latitude 2.13 2.18 2.15 2.87 2.39 3.05 2.46 

Residual GM Middle latitude 0.53 0.61 0.51 0.47 0.41 0.65 0.53 

High latitudes 1.51 1.48 1.32 1.66 2.35 2.31 1.77 

Table 4. RMSE statistics of mean-variance in spring forecast 

Model Area 1d 2d 3d 4d 5d 6d Mean 
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 Low latitude  2.12 2.14 2.23 2.67 2.45 2.75 2.39 

GM(1,1) Middle latitude  1.37 1.58 1.47 2.28 0.87 2.16 1.62 

 High latitudes  1.74 1.68 1.98 7.85 7.14 6.75 4.52 

 Low latitude  2.08 1.98 1.84 2.12 2.32 2.15 2.08 

Residual GM Middle latitude  1.33 1.47 1.52 2.17 0.77 2.08 1.57 

 High latitudes  1.61 1.41 1.83 7.02 6.94 6.26 4.18 

 

Table. 5 RMSE statistics of mean-variance in summer forecast 

 

Model Area  1d 2d 3d 4d 5d 6d Mean 

 Low latitude  2.46 2.42 2.38 2.48 2.37 2.56 2.46 

GM(1,1) Middle latitude  1.57 1.68 1.71 1.69 2.01 3.12 1.96 

 High latitudes  2.01 2.57 2.61 5.21 3.01 3.54 3.16 

 Low latitude  2.17 2.04 2.37 2.34 2.22 2.31 2.24 

Residual GM Middle latitude  1.51 1.58 1.62 1.54 1.98 3.01 1.87 

 High latitudes  2.04 2.35 2.57 5.08 2.87 3.24 3.02 

 

Table. 6 RMSE statistics of mean-variance in autumn forecast 

 

Model Area  1d 2d 3d 4d 5d 6d Mean 

 Low latitude  2.66 2.67 2.88 3.01 2.18 2.78 2.70 

GM(1,1) Middle latitude  1.23 1.31 2.75 1.67 2.02 8.95 3.0 

 High latitudes  4.26 2.58 8.68 9.12 4.87 8.21 6.29 

 Low latitude  2.45 2.61 2.78 2.91 2.05 2.34 2.52 

Residual GM Middle latitude  1.19 1.21 2.65 1.57 1.93 7.96 2.75 

 High latitudes  1.26 1.15 4.35 6.55 4.26 4.10 3.61 

 

Table 7. RMSE statistics of mean variance in winter forecast 

 
Table 4-7 statistics RMSE of the predicted data. Through 
analysis it is concluded that with the increase of forecast days, 
two models in different latitude root mean square error of 
predicted value has increased, in combination with table 1 ~ 3, 
found that the average relative precision of low latitudes P 
overall than mid-latitudes, predicted value of mean square error 
in numerical higher than mid-latitudes, analysis the reason is 
due to the low latitudes by solar radiation, which leads to the 

region of TEC value is larger, even if the region's RMSE value 
is bigger, also can get a better daily average relative accuracy. 
 

5. CONCLUSION 

In this paper, the grey prediction model GM (1,1) is selected, 
the prediction method of the same time and point-to-point is 
applied to TEC short-term prediction, the residual correction is 
made for the prediction results of the grey model with low 
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prediction accuracy, and the prediction results are compared 
with the observed values provided by IGS centre, and the 
following conclusions are drawn: 
 

1.         The improved model makes up for the missing 
accuracy of GM (1,1) model in the prediction of the 
random part of TEC data due to the residual correction in 
the prediction results, which makes the prediction 
accuracy better than before. 

 
2. From the perspective of prediction time, with 
the increase of forecast days, the model's prediction 
accuracy shows a downward trend.  

 
3. From the perspective of the prediction area, the 
prediction accuracy of all seasons in the low-latitude area 
and mid-latitude area remains at a high level, and the 
prediction accuracy changes steadily. Except spring, the 
forecast precision of other three seasons in high latitude 
area is not ideal. 
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