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ABSTRACT

Tree species classification is an important step towards
forest monitoring and biodiversity conservation. This
research study evaluates several multispectral image
classification techniques for tree species over Ahwa village
in Dang district, South Gujarat, India. Multispectral images
consisting of 4 bands-R, G, B and NIR collected over 4
months was used. Object-based segmentation using mean
shift, cluster-based using K-Means and Gaussian Mixture
Model (GMM) and pixel-based methods have been analyzed.
Additionally, a new method of classification has been
described using the Dynamic Time Warping (DTW)
algorithm. It outperformed supervised classification
techniques with accuracy over 95%. The GMM+DTW model
accurately reflected the actual species distribution found in
the ground truth.

Index Terms— Multispectral, Temporal matching,
DTW

1. INTRODUCTION

Remote sensing has been widely recognized for its
contributions towards monitoring the change in land cover
vegetation, ecological studies, mapping biodiversity etc. for
quite some time now. It is important to study species diversity
of an area as it is an indicator of its overall ecological health.
However, species monitoring over a large area is a
monotonous task even for experts. The use of multispectral
imagery for the monitoring of land cover vegetation has
received recognition from forest monitoring agencies lately.
The aim of this paper is to evaluate multiple classification
techniques. Section 2 describes the study area and data pre-
processing. Section 3 explains the methodology and Section
4 describes the obtained results and conclusion.

2. STUDY AREA AND DATASET

Ahwa, the district capital of the Dangs was chosen as the
study area (SA). It is a hilly region with thick forest situated
in Southern Gujarat, India between 20.748°N, 73.677°E and
20.766°N, 73.697°E. The forestland predominantly falls

under the reserve forests and have been labelled as Tropical
Moist Deciduous with Teak (fectona grandis), Sadad
(terminalia tomentosa), Sisam, Khair etc. as its major tree
species. High resolution (5m) multispectral temporal images
over the SA were selected over four dates, one from each
month of December 2018, (January, February and March)
2019.
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Fig. 1. The study area located in South Gujarat.

The available dataset was already geo-rectified and ortho-
rectified. The non-forest components such as roads, water
bodies, crops etc. needed to be masked out. The mask
provided by Forest Survey of India (FSI) was used. It was
applied on all the bands of all temporal images. For clustering
and segmentation, all the temporal images were stacked
together to form a 16-band composite stacked vector [1].
These 16 bands acted as a feature vector for each pixel. This
stacked vector included the temporal variation information of
each pixel which is an important criterion for clustering. All
the data pre-processing was done using QGIS v2.7.

Fig. 2. FSI mask applied on Ahwa to retain forest cover.
The white area represents the non-forest area.
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3. METHODOLOGY

The methodology involves the following steps: (1) data
processing to create clusters using kmenas and gmm and
objects using mean shift segmentation to compile NDVI
profiles of the clusters; (2) data classification using DTW by
matching NDVI profiles with pure profiles and supervised
algorithms like RF and DT (3) Evaluation of all the methods
using GT samples to determine their accuracy.

3.1. Clustering the stacked vector (cluster-based method)

Clustering algorithms [2] group data points into subsets
having similar properties. These subsets can then be used for
supervised classification as opposed to individual data point
classification. The obtained stacked vector was clustered
using two of the most popular clustering algorithms, namely
K-Means [3] and Gaussian Mixture Model (GMM) [4]. As the
stacked vector was large in terms of the number of pixels,
other clustering algorithms like hierarchical clustering and
spectral clustering [5] were computationally infeasible. The
sole purpose of using various clustering algorithms was to
evaluate their performance on multispectral images and
proceeding with the best one.

Fig. 3. Clustered images with GMM (top) and K-Means
(bottom) using three clusters.

Both K-Means and GMM have some parameters which need
to be tuned for optimal performance. But the most important
parameter common to them is the number of components. To
decide upon the number of clusters and analyze its
corresponding performance, silhouette score [6] is used as a
metric. Silhouette score gives a measure of average similarity
between a data point and its cluster. The K-Means is hard in

nature while GMM is soft in nature. The GMM gives a better
performance over raw data and when the data is not spherical
[7]. According to Table 1, GMM with 3 clusters was chosen.

Table 1
Performance measure for the two clustering algorithms on
varying number of clusters.

Silhouette Score

Number of clusters

Method 3 4 5
K-Means 0.78 0.75 0.72
GMM 0.85 0.76 0.73

3.2. Segmentation of multi-temporal images (object-
based method)

Clustering works well for the analysis of unlabeled
datapoints, but fails to retain the spatial information
contained in the image. Moreover, it is hard to detect edges
in clustered images. Pinaki [8] concluded that Multi
Resolution Segmentation and Watershed perform poorly on
forest areas due to over estimation while Meanshift performs
well. So, the Meanshift segmentation was applied on
temporal images using the 16 bands as input variable (fig. 4).
It primarily serves to find homogeneity in unclassified data
by dividing it into segments.

3.3. Temporal Profiles

The temporal profiles of individual pixels and the clusters
were calculated using NDVI (Normalised Difference
Vegetation Index). NDVI is calculated using:

NDVI = R (1)
NIR + R

NDVI [9] is one of the most popular indexes used for
studying vegetation type and its health. NDVI is able to
quantify phenological differences among vegetation types
[10]. It reduces noise due to varying sun angles, clouds,
atmospheric conditions and topography [11]. According to
Tucker et al. [12], green-leaf biomass is an important
criterion for species separation. It varies with season and is
effectively quantified by NDVI. The chosen classes for
classification (based on ground truth) Teak (tectona grandis),
Sadad (terminalia tomentosa) and Mixed forest (includes
both teak, sadad and other species) exhibit different
phenological and physical characteristics. Teak is a
deciduous species which can grow up to 40m in height. Its
flowering season starts in June and end in August. Fruiting
occurs from September to December. Sadad can grow up to
30m in height. Flowering and fruiting period of Sadad is from
April-May. This tree has a unique property of holding water
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Fig. 4. Classified images using object-based and pixel-based methods. The white area represents the non-forest mask.

in dry seasons. Sadad can be visually separated from Teak
due to its wide canopy, elliptical leaves and greyish barks. As
a result of these characteristics, each one exhibits a different
temporal profile. The pure profiles of the trees were obtained
from ground truth conducted in the forests.
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Fig. 5. Temporal NDVI profiles generated from clusters
(top) and pure profiles of dominant species (bottom).

The temporal profile of the clusters/pixels will not change
much year by year as most of the forest areas are
restricted/protected i.e., local intervention is strictly
prohibited. They are subject to change only in adverse
climatic or atmospheric conditions. The regularity in
temporal signatures year by year is important as the

classification algorithm now does not have to deal with such
pattern changes. This proves to be an advantage over some
domains such as crop mapping where temporal signatures
might change yearly depending upon agricultural practices
and rainfall [13] and land use land cover (LULC) mapping
where irregularities in phenological patterns cannot be dealt
with by classification methods [14].

3.4. Temporal Matching using DTW

Dynamic Time Warping (DTW) is a time series analysis
algorithm which computes the dissimilarity between two time
series datasets [15]. For the cluster-based approach, the pure
patterns from the ground truth were matched with the
temporal patterns of the clusters (fig. 5). Each cluster was
assigned a class based on the DTW output (fig. 3). For the
object-based approach, profile of individual objects was
constructed by computing the mean of the bands of all pixels
within the object. This profile was then matched with the pure
profiles. Similar approach was taken for the pixel-based (PW)
method.

3.5. Random Forest and Decision Tree

Random forest and decision tree were trained on the
ground samples which were used for generating the pure
profiles. All 16 bands were used as the input variable. Both
the classifiers were used for object-based and pixel-based
classification. (fig. 4).

4. RESULTS AND DISCUSSION

The performance of each of the models was evaluated by
calculating the Overall accuracy (OA) and the Kappa score.
The models were validated on 6 ground truth samples taken
inside the study area. These sites were randomly sampled to
avoid bias. Table 2 clearly shows that DTW produced higher
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accuracy and Kappa scores with GMM+DTW being the best
estimator.

Table 2
Overall accuracy and Kappa score of the models applied to
the ground truth samples.

Classification models OA (%) Kappa

GMM+DTW 94.54 0.88
MS+RF 87.67 0.72
MS+DT 87.50 0.74
MS+DTW 91.11 0.81
PW-DTW 86.32 0.72
PW-RF 86.47 0.70
PW-DT 85.91 0.69

Overall, both Mean shift and GMM produced acceptable
results. However, only GMM+DTW accurately mapped the
tree species distribution across Ahwa.

Traditionally, segmentation was applied on single date image
[16] but in our case, clustering and segmentation on multi
date image proved to be efficient. It takes into account the
temporal variation and possibly removes salt and pepper
noise associated with a group of pixels. If temporal images of
several dates are made available at high resolution, the
potential of forest monitoring and conservation will grow
endlessly.
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