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ABSTRACT:

Detection of humans, e.g. for search and rescue operations has been enabled by the availability of compact, easy to
use cameras and drones. On the other hand, aerial photogrammetry techniques for inspection applications allow for
precise geographic localization and the generation of an overview orthomosaic and 3D terrain model. The proposed
solution is based on nadir drone imagery and combines both deep learning and photogrammetric algorithms to detect
people and position them with geographical coordinates on an overview orthomosaic and 3D terrain map. The drone
image processing chain is fully automated and near real-time and therefore allows search and rescue teams to operate
more efficiently in difficult to reach areas.

1. INTRODUCTION

Technologies are coming together in many of the exist-
ing remote sensing based applications, including disaster
management. First of all, the emerging market of com-
pact and easy to use drones and cameras is growing at
a fast pace. Secondly, state-of-the art photogrammet-
ric image processing techniques enable precise geograph-
ical pixel localization without using expensive GPS/IMU
systems. And finally, Artificial Intelligence (AI) and
Machine Learning (ML) allows us to extract relevant in-
formation from images, helps users to make decisions and
improves by learning. In this study, we combine AI/ML
and photogrammetric algorithms to detect humans and
position them with geographical coordinates on an over-
view orthomosaic and Digital Elevation Model (DEM).
Aim is to create a drone/camera generic, automated and
performant image processing chain. This would allow
search and rescue teams to operate more efficiently in
difficult to reach areas.

Related work mainly has a focus on the human detec-
tion part and calculates the corresponding position from
the drone GPS (Gaszczak et al., 2011), (Martins et al.,
2016), (Bhattarai et al., 2018), (Rameesha et al., 2018).
This is fine if you assume 1) accurate GPS tagging, 2) a
nadir pointing camera, 3) no camera and lens distortions
and 4) a flat terrain. This study innovates the way how
resulting pixel coordinates of detected humans in indi-
vidual images are translated to real world coordinates.
A photogrammetric approach based on the camera’s in-
ternal and external calibration parameters and generated
point cloud is proposed.

2. DATASET

The dataset is part of the EU-funded AIRBEAM (AIR-
Borne information for Emergency situation Awareness
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and Monitoring) project, demonstrating the availability
of unmanned platform solutions for security purposes. It
worked on providing an integrated framework for crisis
management in medium- to large-scale areas, in addition
to developing accompanying technological components
and assessing the potential of these services. In addition,
the project worked on assisting the emerging market of
civilian remotely piloted aircraft systems and convincing
regulatory stakeholders that this technology is ready for
widespread use (Maronne, 2015).

Aim of one of the validation exercises was to localize dis-
tressed people on an overgrown historical site surrounded
by a 40 meter wide moat (Fort Broechem, Belgium, see
Figure 1).

Figure 1. Single image of the Fort Broechem site

In total four human-sized dummies were distributed over
the site. The area was then monitored using a fixed wing
drone (senseFly eBee platform) with an optical camera.
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Two flights were flown on consecutive days (see Table 1).
The dummies were not moved in between flights.

ID Date Images
Flight 1 19-Jun-2015 232
Flight 2 20-Jun-2015 227

Table 1. Flight information

Flight altitude was 100 meter and image overlap was
more than 90 %. The camera is nadir pointing, however
during flight, pitch angles up to 15 degrees are not un-
common. The compact camera used was a Canon IXUS
127HS with a sensor size of 4608 x 3456 pixels. Unfor-
tunately, the camera settings were not the best: an ISO
value of 400, introducing noise in the imagery and slow
shutter speeds from 1/160 to 1/500 seconds which can
result in overexposure and motion blur.

3. METHODOLOGY

This study proposes a near-real time onground process-
ing workflow that is able to detect humans from drone
imagery using artificial intelligence and machine learning
(Section 3.1) and to calculate its precise geographic loca-
tion using photogrammetry (Section 3.2). It also allows
the user to visualize the results in a GIS tool together
with an overview orthomosaic and/or DEM for better
situational awareness (Section 3.3).

Geographic 
Localization

Imagery

DEM 
Orthomosaic

Human Detection

Human 
Coordinates

GIS visualization

Figure 2. Image processing workflow

3.1 Human Detection

For creating a human detection model, we used the RVAI
object detection software from RoboVision (RoboVision,
2019). This framework allows to go from unlabeled data
to a deep learning module that is easily integrated in an
image processing workflow. Flight 1 (see Table 1) was
selected as reference dataset to train our model. From
the 232 images, 44 contained one or more of the four
human-like dummies (see Figure 3). Each of the input
images are first split into 8 x 8 tiles and the tiles con-
taining a dummy are selected to be labeled with a rect-
angular bounding box by the RVAI framework. Of these
54 labeled tiles, about 70 % (38) are used for training,
while the remaining ones (16) are used for testing.

(a) (b)

(c) (d)

Figure 3. Four human-like dummies

The RVAI framework uses the average precision (AP)
as performance metric. This defines the average of the
precisions at different recall values for our dummy object
class. In our case we achieved an AP of 73 %.

precision = T P

T P + F P
(1)

recall = T P

T P + F N
(2)

where T P = True Positives
F P = False Positives
F N = False Negatives

We are aware this model can be improved and made more
robust by training with a much larger and diverse data-
set. However this is not the main focus of this study.

The RVAI platform allows API calls from our image
processing chain to evaluate the model. For each im-
age containing a predicted dummy, the pixel coordinates
of the surrounding bounding box is then stored (see Fig-
ure 4) together with a confidence factor. The confidence
level threshold was set at 99.9%.

Imagery
Pixel 

Locations
Human Detection 

Model

Figure 4. Human detection workflow

3.2 Geographic Localization

We make use of the Agisoft Metashape photogrammetric
software (Agisoft, 2019) for calculating the camera’s in-
ternal and external calibration parameters. The images
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and corresponding GPS coordinates are loaded into the
software. Next, the Aerial Triangulation (AT), Bundle
Block Adjustment (BBA) and Point Cloud (PC) gener-
ation steps are executed with as output (see Figure 5):

• External calibration parameters: position and orien-
tation of each image

• Internal calibration parameters: estimation of focal
length, principal point and lens distortions (Brown,
1971)

• Point Cloud (PC)

AT, BBA, PC generation

Imagery

Geotags

Camera 
Calibration

Point 
Cloud

Figure 5. Camera calibration and PC generation

Again using Metashape, and based on this camera cali-
bration model and point cloud, the pixel locations from
the human detection step can be transformed to real
world coordinates (see Figure 6). Instead of transform-
ing the entire bounding box, the center pixel will be used
to locate the predicted dummy.

Pixel 
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Camera 
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Human 
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Cloud

Figure 6. Human localization

3.3 GIS Integration

The Metashape software allows to calculate the DEM
and orthomosaic of the region of interest (see Figure 7).

Imagery

Camera 
Calibration

DEM, orthophoto 
generation

DEM

Region Of 
Interest

Orthophoto

Figure 7. DEM and orthophoto generation

This information can be loaded into a GIS package such
as QGIS, ArcGIS or GlobalMapper for visualizing the
results. The prediction positions of human dummies are
exported in Google Earth KML format and can be visual-
ized on the orthophoto or DEM.

4. RESULTS

4.1 Human Detection Model

The 227 images of Flight 2 (see Table 1) were used to
evaluate our model and were first split up in 8 x 8 x
227 = 14.528 tiles. In total 1.984 positives were detected
with varying confidence level (see Figure 8).

Figure 8. Confidence level histogram

The threshold was set to 99.9%, leaving just 15 positives
inside the region of interest delimited by the moat of the
historical site. In total 8 true positives are allocated to
4 dummies and 7 false positives are allocated to 4 other
objects. All the dummies were detected, but it is clear
the model does not only detect dummies. High contrast
areas are common false positives (see Figure 9).

(a) (b)

(c) (d)

Figure 9. False Positives

We assumed our human detection classifier can be re-
placed with one which is better trained and more robust.
However, we created our own basic detection model to
proof the innovative parts of our image processing work-
flow.

The International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume XLII-3/W8, 2019 
Gi4DM 2019 – GeoInformation for Disaster Management, 3–6 September 2019, Prague, Czech Republic

This contribution has been peer-reviewed. 
https://doi.org/10.5194/isprs-archives-XLII-3-W8-49-2019 | © Authors 2019. CC BY 4.0 License.

51



4.2 Geographic Localization

The photogrammetric step runs successfully: 205 of the
227 camera stations are correctly aligned and there are
no significant holes in the sparse point cloud, except for
the moat (Figure 10). However, this approach does not
allow for real-time processing, since all flight images need
to be available in order to start processing.

Figure 10. Camera stations and sparse point cloud

Since we have run the human detection model on the
individual images and not on the final orthomosaic, we
are not subjected to possible deformations present in the
orthophoto due to difficult terrain, such as surrounding
tree canopy (see Figure 11a).

Another advantage is that the same dummy might be vis-
ible in multiple images and we can therefore have mul-
tiple records of this same dummy in the predicted co-
ordinates list. More hits at the same location increase
the probability of dummy presence (see Figure 11b).

(a) Dummy deformation

(b) Predicted coordinates (4 hits)

Figure 11. Orthophoto zoom on dummies

Finally, let’s assume a dummy was placed under a tree or
shed. With the orthophoto approach, this dummy would

not be visible. However, if the dummy is visible in a
single image (e.g. by flying with oblique camera angles)
it is a candidate to be detected by the human classifier.
This scenario was not tested due to the lack of oblique
imagery.

4.3 GIS Integration

The DEM, orthophoto and predicted human locations of
Flight 2 were successfully generated and visualized inside
the GlobalMapper GIS tool (see Figure 12)

(a) Orthomosaic

(b) DEM

Figure 12. Flight 2 visualized with GlobalMapper. The
dots represent dummy candidates.

Since the drone did not have a precise onboard GPS and
we did not use Ground Control Points for absolute refer-
encing, there will be a fixed offset on our end products.
The relative planimetric accuracy is typically in the or-
der of the size of one pixel. For Flight 2 this is 2.7 cm
on average.

4.4 Preformance

The total processing time of Flight 2 on a decent GPU
workstation (64 GB RAM, 16 CPU) is shown in Table 2.
The human detection step runs on a dedicated server and
takes about 47 seconds for a single image. It is clearly the
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bottleneck in the image processing chain, while the geo-
graphic localization and GIS integration steps are making
optimal use of the GPU.

Human detection 2h 40min 35sec 93.5 %
Geographic localization 5 min 07sec 3.0 %
GIS integration 2 6 min 18sec 3.5 %

2h 52min 00sec

Table 2. Performance of Flight 2

More work is needed in improving the run time, mainly
for the human detection step.

5. CONCLUSIONS

We have presented a drone image processing chain which
is able to detect human dummies in individual images,
position them with geographical coordinates and visual-
ize the results on an overview DEM and orthomosaic in
a GIS environment. We are aware the detection model
can be improved and made more robust by training with
a much larger and diverse dataset. Also work is needed
to improve the model run time.

The study innovates the way how resulting pixel coordin-
ates in individual images are translated to real world co-
ordinates. Since we do not work directly on the ortho-
mosaic, this yields to better results because 1) ortho-
mosaic deformations are avoided, 2) multiple hits of the
same object increases the probability of a positive sample,
and 3) oblique imagery can detect objects, which might
otherwise not be visible in the orthomosaic.

This approach is independent from the type of drone
(fixed wing or rotary system) or camera (RGB, multi-
spectral or thermal) and would even allow for collabo-
rative data gathering using an image processing solution
that runs in the cloud.
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