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ABSTRACT: 

The existing change detection method mainly stays on the pixel-level, which is very susceptible to light, shadow, etc. And the complex 

calculation and analysis for each pixel reduce the detection efficiency. Moreover, there is no modeling determination method to 

initialize standard deviation of each element for existing mixed Gaussian background modeling methods. In this paper, an improved 

mixed Gaussian background modeling method is proposed, with the use of infrared rotation plane radar. The relationship between the 

corrected standard deviation of distance and the detection intensity is used to establish the curve of standard deviation of distance with 

detected intensity. For each data point, the standard deviation is initialized by the value estimated by the change curve, and the detected 

distance is used to establish the Gaussian mixture background model. The detection effect of the method is discussed and compared 

with the traditional Gauss background modeling in the experiment, the result shows that it has certain advantages in processing speed, 

adaptability to change background and accuracy of change detection. 

1. INTRODUCTION

Change detection is one branch of image processing and pattern 

recognition as well as one of the hotspots in the research of 

machine vision. With the development of moving object 

detection technology and its important uses in video surveillance, 

coding, and content based retrieval, etc. It has got more and more 

extensive research and application (Radke et al., 2005a; Liu et al., 

2012a; Zhen et al., 2008a).  

There are three commonly used methods for change detection: 

optical flow method, frame difference method and background 

difference method. Among them, the background difference 

method is the most used method in change detection in recent 

years (Bharti, 2013a). Background difference method initializes 

the background model at the training stage, and updates model 

parameters in real time, then the change targets are extracted by 

comparing with the background model at the test stage. In many 

cases, we need to quickly detect the change area and analyze the 

changing area on demand. The background modeling method 

based on the mixed Gauss model, as shown in previous work 

(Stauffer, 1999a), is one of the most successful methods. The 

method uses multiple Gauss distributions to establish the 

background model, and constantly adjusts the composition of the 

Gauss distribution in the background model through background 

updating, so that it has certain adaptability to scenes. Wang et al. 

(2014a) have studied the SAR image change detection method 

based on Gauss hybrid model and Hou et al. (2013a) have 

researched on infrared small target detection method based on 

high pass filtering and image enhancement. However, in the 

actual change detection process, there are still some problems to 

be solved in the mixed Gauss model. 1) A number of fixed Gauss 

distributions are established at each pixel point, which will 

consume a large number of system resources in processing. 2) 

When the illumination mutation occurs, it is prone to cause a 

large area of false positives (Akula et al., 2014a; Zhou et al., 

2013a; Shimada et al., 2016a).For high-density and complex 

monitoring occasions, traditional video-based change detection 
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is difficult to meet the application requirements. Although high 

speed ball camera is suitable for the monitoring of large areas and 

active targets, it is complex and expensive. It is feasible to detect 

the environment, using infrared rotating plane radar to convert 

the distance of the photographed scene to generate depth 

information. 

In this paper, the change detection is abstracted to a section by 

using the infrared plane radar to simplify the change detection. 

Firstly, filter the original data using the singular data filtering 

method based on Pauta criterion. Then, use polynomial curve 

fitting to establish the noise model of data to initialize Gauss 

model and the improved Gauss model is used to establish the 

background model. Lastly, compare the current period data with 

the model, and the changing area is separated. 

2. IMPROVED GAUSS BACKGROUND MODELING

METHOD 

The existing methods of change detection are generally based on 

remote sensing images or videos. Although these methods are 

relatively mature, it's easy to be affected by lights, shadows, etc. 

Therefore, a method of change detection using laser echo of 

infrared plane radar is proposed, which still follow the general 

steps of the background difference method. The main problem of 

the background difference method is the establishment of the 

background model. How to construct an efficient and practical 

background model to obtain a reliable background image is the 

key point of the background difference method.  

2.1 Characteristics of Infrared Laser Radar Ranging 

The product is based on the ToF principle, cooperating with 

unique optics, electricity, design to achieve stable, accurate, high 

sensitive and high-speed distance measurement. ToF is the 

abbreviation of “Time of Flight Technology”. That is to say, the 

sensor sends out the modulated near infrared light, then the light 
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Figure 1. Light path diagram of optical simulation 

 

is reflected by the object, the sensor is used to calculate the time 

difference or phase difference of the emission and reflection to 

convert the distance from the scene to help produce the depth of 

environmental information. The optical simulation optical path is 

as figure 1. 

 

The infrared plane radar detects the environment to build a map 

during the rotation process. The detection range is up to 15m, and 

it can also support omni-directional scanning to 

sense obstructions. The radar is not affected by the color and 

material of the object in the scanning process, and it works 

steadily not only in the light but also in the dark. It can also 

quickly perceive and identify obstacles that suddenly appear in 

the environment. When each point is scanned, the distance (Dist), 

angle (Ang), Strength (Strgth) and other information are obtained. 

 

2.2 Mixed Gauss Background Modeling 

Each Gauss distribution can represent a background scene, and 

multiple Gauss models can be used to simulate the multimodal 

situation in a complex scene. A mixed Gauss model of K Gauss 

distribution is used to represent the probability distribution of the 

same pixel in the time domain, if the pixel value of a pixel in the 

image at different times in t is represented as: {X1, X2, …,Xt }, 

the probability of the pixel value of the pixel   

 

 𝑃(𝑋𝑡) = ∑ 𝜔𝑖,𝑡𝑓(𝑋𝑡，𝜇𝑖,𝑡，∑𝑖,𝑡)𝐾
𝑖=1  (1) 

 

where ωi,t, μi,t, and ∑i,t represent the weight of ith Gauss 

distribution at t, the mean vector and the covariance matrix, f 

represents Gaussian probability-density function: 

 

 𝑓(𝑋𝑡，𝜇𝑖,𝑡，∑𝑖,𝑡) =
1

(2𝜋)
𝑛
2|∑𝑖,𝑡|
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−1(𝑋𝑡−𝜇𝑖,𝑡) (2) 

 

where n represents the dimension of Xt. The K Gauss distributions 

are arranged in descending order of ωi,t / σi,t. 

 

A new period of observation Xt is matched one by one with the 

well-arranged K Gauss distribution, the matching detection 

expression is expressed as: |𝑋𝑡 − 𝜇𝑖,𝑡| < 𝜆𝜎𝑖,𝑡−1 . If the ith 

distribution of Gauss is matched with Xt, formula (4) to (6) are 

executed. 

 

 𝑀𝑖,𝑡 = {
1, 𝑚𝑎𝑡𝑐ℎ
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (3) 

 

 𝜔𝑖,𝑡 =  (1 − α)𝜔𝑖,𝑡−1 + α𝑀𝑖,𝑡 (4) 

 

 𝜇𝑖,𝑡 =  (1 − 𝜌)𝜔𝑖,𝑡−1 + 𝜌𝑋𝑡 (5) 

 

 𝜎𝑖,𝑡
2 = (1 − 𝜌)𝜎𝑖,𝑡−1

2 + 𝜌(𝑋𝑡 − 𝜇𝑖,𝑡)
𝑇
 (6) 

 

where α represents the update rate of the weight, ρ represents the 

update rate of the mean and variance, ρ = αf (Xi, μi, ∑i). If it isn't 

matched, formula (4) and (5) are used to update the weight and 

the mean, while the variance remain unchanged. If Xt isn't 

matched with all the K Gauss distribution, a new Gauss 

distribution is introduced, put the last. Xt, σinit and ωinit are the 

mean, standard deviation and weight of the new Gauss 

distribution, respectively. The weight of each Gauss are 

normalized after the completion of the update to make ∑ 𝜔𝑖,𝑡
𝑆
𝑖=1  

equal to 1. The K Gauss distribution is rearranged in descending 

order of ωi,t / σi,t, and the detection is used to select the first S 

Gauss, which are taken as the background model, the detection is 

expressed as 

 

 ∑ 𝜔𝑖,𝑡 > 𝑇𝑆
𝑖=1  (7) 

 

where T is the threshold for determining the number of the Gauss 

distribution in the background model. During change detection, 

if Xt is matched with any one of the S Gauss distribution, the pixel 

belongs to the background. Otherwise, it belongs to the change 

points. 
 

2.3 Preprocessing 

In general, only if the length of the target object is greater than 

the length of the detection range, the output data of the radar can 

be trusted. When the length of the detection object is less than the 

detection range, the radar output data fluctuates and the error 

increases. When the detection object exceeds the effective 

detection scope, invalid points will occur. If these outliers can be 

eliminated, the results of the measurement will be more 

consistent with the objective situation (Sun, 2013a). Therefore, 

data preprocessing is needed to filter out invalid points so as not 

to affect subsequent detection. The main error of the radar data 

acquisition is caused by the external conditions, such as the 

distance, the length and the complexity of the detection objects. 

So, the data filtering method based on singular Pauta criterion is 

adopted here to process the original data.  

 

When the number of measurements N is enough and the 

measurement obeys the normal distribution, Pauta criterion 

is conducted in following steps:  

 

1. The arithmetic mean values from Xi to XN of the N 

measurements is calculated as  

 

 �̅� =
1

𝑁
∑ 𝑋𝑖

𝑁
𝑖=1  (8) 

 

2. Residual error of each item Vi is calculated as 

 

 𝑉𝑖 = 𝑋𝑖 − �̅� (9) 

 

3. The standard deviation σ is calculated as 

 

 𝜎 = √(∑ 𝑉𝑖
2𝑁

𝑖=1 ) ∕ (𝑁 − 1) (10) 

 

4. If expression (11) is satisfied, Xi is considered as a bad value 
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and is eliminated. 

 

 𝑉𝑖 > 3𝜎 (11) 

 

2.4 Adaptive Initialization of Standard Deviation 

In existing mixed Gauss model with the same initial standard 

deviation, the discreteness of each point is different, so the 

robustness of the model is poor. Evangelio et al. (2014a) have 

estimated the standard deviation of the previous distribution 

using the median of absolute deviation. In order to make the 

model parameters and the standard deviation more consistent 

with the degree of discretization of each data, it is necessary to 

determine the variation curve of the corrected distance standard 

difference (σ) with the strength, according to the established 

change curve, the initial standard deviation for each point is 

defined as： 

 

 𝜎𝑖 = �̂�𝑖 (12) 

 

The curve fitting method is used here to establish the curve of 

standard deviation of distance with detected intensity, which is a 

fairly simple method. 

 

The training set is composed of the N observations of the 

intensity s, which can be expressed as S = {s1, … ,sn}T, 

accompanied by the calculated values of the corresponding 

corrected distance standard deviation, which are calculated from 

the previous 30 period data. Assuming that the standard deviation 

of correction and intensity S satisfy the relation: �̂� = 𝑓(𝑠). The 

fitting model is expressed as 

 

 𝑓(𝑠, 𝑤) = 𝜔0 + 𝜔1𝑠 + ⋯ + 𝜔𝑛𝑠𝑁 = ∑ 𝑤𝑖
𝑀
𝑖=0 𝑠𝑖 (13) 

 

which is called polynomial fitting. The values of the coefficients 

can be determined by adjusting the polynomial function to fit the 

training data, which can be achieved by the least square fitting 

method, that’s to obtain the minimization of E(ω). 
 

 𝐸(𝜔) =
1

2
∑ {𝑓(𝑠𝑛, 𝜔) − 𝜎}2𝑁

𝑖=1  (14) 

 

where factor 
1

2
 is added for the convenience of the subsequent 

operation, M represents the order. We can solve the curve fitting 

problem by choosing ω to make E(ω) as small as possible. Since 

the error function is the quadratic function of coefficient ω, the 

first derivative to the coefficient is a linear function of ω, so the 

minimum value of the error function has a unique solution ω∗, 

which can be obtained by analytical method. The final 

polynomial function is given by function 𝑓(𝑠𝑛，𝜔∗). As for the 

selection of each M, formula (14) is used to calculate 𝐸(𝜔∗) of 

the training set. Sometimes it is more convenient to use the root 

mean square error (RMS), which is defined as follow: 

 

 𝐸𝑅𝑀𝑆 = √2𝐸(𝜔∗)/𝑁 (15) 

 

where 2𝐸(𝜔∗) is divided by N to allow us to compare different  

sizes of data sets on the same basis, and taking the square root of 

2𝐸(𝜔∗)/𝑁 ensures that ERMS is measured with the same size and 

unit as the target variable σ is. The function will show a violent 

shock, if M is too large or too small. Here, M is selected to be 9 

by training.  

 

We establish the changing function of standard deviation of 

correction following the strength changes, and figure 2 shows the 

variation curve.

 

Figure 2. The relationship between standard deviation of correction and the strength 

 

data type video data radar data 

data video1 vidoe2 video3 video4 dataset1 dataset2 

speed 27.8 26.9 27.5 27.4 19.4 18.8 

average 27.4(ms/f) 19.1(ms/T) 

Table 3. Processing speed of this method and the traditional method 
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Figure 4. Detection result of ASGMM 

 

2.5 Update of Background Model  

The convergence rate of the mixed Gauss model is slow and the 

adaptability to the background changes is weak (Power et al., 

2002a). For example, when a moving object stays for a long time 

to block the background, the original background model is 

changed. Thus, it is necessary to update the scene in real time. 

Huang et al. (2010a) have adjusted the number of models online 

and adjusts the learning rate to adapt to the background changes 

and maintain the stability of the background. The correlation 

coefficient is used in previous work (Li et al., 2007a) to judge 

whether the two images are related to reach the goal of matching. 

And in this paper, the correlation coefficient of current value d 

and the mean value u, obtained from the training cycles, is 

calculated to judge the correlation between the current frame and 

the background model, from which we can determine whether the 

scene should be updated. Such update method can not only make 

necessary background updates but also avoid the memory waste 

caused by real time updates. 

 

 𝑐𝑜𝑣(𝑑, 𝑢) =
∑ (𝑑𝑖−𝑑)(𝑢𝑖−𝑢)𝑛

𝑖=1

√∑ (𝑑𝑖−𝑑)2 ∑ (𝑢𝑖−𝑢)2𝑛
𝑖=1

𝑛
𝑖=1

 (16) 

 

where �̅� represents the mean value of all the value di in current 

frame, and �̅� expresses the mean value of ui. If cov (d, u) < T, 

the Gauss model need to be retrained. In order to reduce 

computation load, descending sampling is used here to 

decrease points. And we choose the drop sampling coefficient as 

3, that is, taking a point at every 3 points. After times of training, 

the threshold T is determined as 0.98. 

 

3. EXPERIMENTAL RESULTS AND ANALYSIS 

In order to verify the validity of the proposed method for the 

change detection, the processing speed and the detection effect 

were tested respectively. 

 

3.1 Outline 

The camera is fixed in a certain location in the laboratory, 

and the videos are taken in four directions of the laboratory.  

DE1.1 infrared plane radar scans the indoor scene, getting two 

sets of data. After obtaining the data, the frame rate of the video 

data is set to 14 frames per second, and the acquisition rate of 

radar data is set to 14 cycles per second. There is a total of 73 

change points in dataset 1 and 39 in dataset 2. 

 

3.2 Speed Test 

 Then, the classical hybrid Gauss modeling method proposed by 

Stauffer uses two kinds of data training background models and 

their processing speed are compared. Table 3 shows that the 

average speed of the background model is 27.4 ms/f for training 

four sets of video data, while the average speed of training radar 

data is 19.1 ms/T. 

 

3.3 Detection Effect Test 

Adaptively Splitted GMM With Feedback Improvement for the 

Task of Background Subtraction (ASGMM) proposed by 

Evangelio is used to experiment on the four groups of video data 

respectively. The proposed method is used to experiment on the 

radar data. Finally, the ASGMM method and this method are both 

used to detect the radar data, we use recall, precision and F to 

evaluate the performance of the change detection method here. 

They are calculated as follows: 

 

 𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (17) 

 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (18) 

 

 𝐹 = 2/(
1

𝑅𝑒𝑐𝑎𝑙𝑙
+

1

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
) (19) 

 

Where TP, FN represent the number of correctly detected and 

undetected change objects, FP represents the number of falsely 

detected change targets and TN represents the number of 

correctly detected unchanging objects in the results.  

 

As what we can see in figure 4, if the detection scene is simple 

with less people and better illumination condition, such as scene 

1 and scene 2, the detection is relatively accurate, although there 

are still some error-detected objects. While, in the scene with 

more people and worth light condition, the detection results are
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Scene 1 & Scene 2                         Scene 3                             Scene 4 

 

 Figure 5. Detection result of the proposed method 

 

Method Data Change Truth TP FP TN FN 
Recall 

(%) 

Precision 

(%) 
F 

ASGMM  
Dataset1 73 65 7 268 8 89.0  90.3  89.7  

Dataset2 39 34 6 277 5 87.2  85.0  86.1  

Proposed 
Dataset1 73 67 5 270 6 91.8  93.1  92.4  

Dataset2 39 36 4 281 3 92.3  90.0  91.1  

Table 6. Quantitative results of change detection 

 

 

Figure 7. Change detection accuracy for each method 

 

both with a large area of misdiagnosis. Figure 5 shows the 

detection results using the proposed method in this paper, 

because the scene 1 and the scene 2 appeared simultaneously, we 

can detect them at the same time. This proves that changes in 

multiple directions can be detected in a time, which shows the 

advantages of omni-directional scanning. As for scene 3 and 

scene 4, the method can also provide accurate detection results, 

because that the infrared plane radar can detect objects without 

taking the illumination condition into account. The quantitative 

results are shown in table 6. And figure 7 shows the change 

detection accuracy for each method. 

 

4. CONCLUSION 

This paper has discussed change detection based on infrared 

rotation plane radar. And the proposed method has 

been confirmed experimentally. The method easily solves the 

problems that affect most traditional method, such as the 

susceptibility to light, and the complex calculation and analysis 

for each pixel. This method has been improved in the speed of 

change detection and detection effect as well. 

 

Only a cross section data of the scene is got in this paper, though 

this method is not affected by illumination and it can detect the 

change area effectively, it is not sure what has changed. In our 

future work, more than one set of data of different cross section 

will be used to get the shapes of the change targets. 
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