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ABSTRACT:   

 

Remote sensing image classification, as an important direction of remote sensing image processing and application, has been widely 

studied. However, in the process of existing classification algorithms, there still exists the phenomenon of misclassification and 

missing points, which leads to the final classification accuracy is not high. In this paper, we selected Sentinel-1A and Landsat8 OLI 

images as data sources, and propose a classification method based on feature level fusion. Compare three kind of feature level fusion 

algorithms (i.e., Gram-Schmidt spectral sharpening, Principal Component Analysis transform and Brovey transform), and then select 

the best fused image for the classification experimental. In the classification process, we choose four kinds of image classification 

algorithms (i.e. Minimum distance, Mahalanobis distance, Support Vector Machine and ISODATA) to do contrast experiment. We 

use overall classification precision and Kappa coefficient as the classification accuracy evaluation criteria, and the four classification 

results of fused image are analysed. The experimental results show that the fusion effect of Gram-Schmidt spectral sharpening is 

better than other methods. In four kinds of classification algorithms, the fused image has the best applicability to Support Vector 

Machine classification, the overall classification precision is 94.01% and the Kappa coefficients is 0.91. The fused image with 

Sentinel-1A and Landsat8 OLI is not only have more spatial information and spectral texture characteristics, but also enhances the 

distinguishing features of the images. The proposed method is beneficial to improve the accuracy and stability of remote sensing 

image classification.  
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1. INTRODUCTION 

Remote sensing image is different from ordinary image, it not 

only contains R, G, B three visible band, but also extends to 

near-infrared, mid-infrared, far-infrared, microwave, etc.(Pohl 

and Genderen, 1998; Chen et al., 2006; Dey et al., 2010). 

Remote sensing image acquired by satellites, radars, unmanned 

aerial vehicles and other tools (Zhao and Zhong, 2013; Nencini 

et al., 2007; Zhou et al., 2017) are used to record and reflect the 

strong and weak information of the electromagnetic radiation of 

surface features(Du et al., 2012) according to a certain scale. 

Remote sensing image can not only objectively show the shape, 

size and color of the Earth's surface features, but also play an 

important role in the fields of land cover, farmland monitoring, 

natural disaster monitoring and emergency disaster prediction. 

At present, with the increasing resolution of remote sensing 

image, different requirements for the application and processing 

of remote sensing images are proposed in different occasions 

(Guo et al., 2016). The classification of remote sensing images, 

an important direction of remote sensing image processing and 

application, has been widely studied. 

 

The early remote sensing image classification method mainly 

uses the visual interpretation of the researcher, depending on 

individual subjective experience, there are some disadvantages 

such as classification error, susceptible to many factors and etc. 

In order to overcome these weaknesses, the pattern recognition 

is introduced into the remote sensing image classification. The 

classification of remote sensing image classification based on 

pattern recognition is divided into supervised classification and 

unsupervised classification. The supervised classification inclu- 

des the Minimum distance (Zhao, 2013), Mahalanobis distance 

method (Maesschalck et al., 2000), Parallelepiped classification, 

the neural network classification, the Support Vector Machine, 

the Fuzzy classification, Maximum likelihood method, etc. 

Unsupervised classification including K-means, ISODATA 

algorithm, etc. However, in the process of these classification 

algorithms, it still exists the phenomenon of misclassification 

and missing points, which leads to the final classification 

accuracy is not high. With the progress of image processing, 

artificial intelligence and deep learning (Murai and Omatu, 

1997; Jin et al., 2006; Nencini et al., 2006; Zhao et al., 2010; 

Sheng, 2010; Peijun et al., 2011) have made new progress in the 

research of remote sensing image classification, but the remote 

sensing image classification is still have important research  

significance. 

 

According to the application features of the three fusion level 

algorithm of remote sensing image, the feature level (Yu and 

Qian, 1999; Yu et al., 2000; Ji et al., 2002; Qu et al., 2002; Li 

and Ma, 2007; Yan et al., 2008; Xiong et al., 2016; Ma et al., 

2016; Zhai et al., 2017) is selected for experiment. Different 

types of remote sensing data, including MODIS images, SAR 

images, Landsat images and other hyperspectral remote sensing 

images, we selected Sentinel-1A and Landsat8 OLI images as 

data sources. By analyzing the overall classification precision 

and Kappa coefficients of the classified results(Gao et al., 2015; 

Zhang and Shen, 2016), the experimental results show that the 

fused image with Sentinel-1A and Landsat8 OLI not only have 

more spatial information and spectral texture characteristics, but 

also enhances the distinguishing features of the images. The 

proposed method is beneficial to improve the accuracy and 

stability of remote sensing image classification.  
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2. METHODOLOGY 

 
2.1 The Overall Framework 

Firstly, Sentinel-1A and Landsat8 OLI should be preprocessed 

separately. And then selected the best fused image in three kind 

of fusion methods based on feature level (i.e., Gram-Schmidt 

spectral sharpening, Principal Component Analysis transform 

and Brovey transform) for the classification experimental. 

Finally, four kinds of image classification methods (i.e., 

Minimum distance, Mahalanobis distance method, Support 

Vector Machine and ISODATA classification) were selected in 

the classification process. The overall classification precision 

and the Kappa coefficient are used as the classification accuracy 

evaluation standard, compare the fused image classification 

result.  

 

2.2 Remote Sensing Images Preprocessing 

In the process of remote sensing image, sensor errors, the 

difference of atmosphere scattering and illumination condition 

may cause radiation error, geometrical distortion and other 

phenomena. Before the fusion of remote sensing images, 

Sentinel-1A and Landsat8 OLI images should be preprocessed 

separately.  

 

The preprocessing of Sentinel-1A image is as follows:  

(1)The Sentinel 1A image data is imported into the SARscape 

software to generate the SARscape recognized data format. 

(2)Because SAR is a coherent system, we need to suppress 

speckle noise, and do long sight and filter processing. 

(3)In order to do image fusion based on feature level, we get the 

backscatter coefficients of images through geocoding and 

radiometric calibration, and the image is projected into Gauss-

kruger coordinate system with DEM.  

 

The preprocessing of Landsat8 OLI image is as follows:  

(1)Locate the file named LC81230322017319LGN00 MTL.txt, 

import Landsat8 OLI image in Envi 5.3, and use linear2% to 

enhance the image of multispectral image to enhance visual 

effect. 

(2)A radiometric calibration of the image is performed to 

convert the DN value to the actual radiant brightness value. 

(3)The three-time convolution interpolation method is used for 

geometric correction, which eliminates the error caused by the 

non-system factors (such as the sensor's posture and high 

instability). 

 

2.3 Remote Sensing Image Fusion  

Remote sensing image fusion is the technology and framework 

system of higher quality data, more optimized features and more 

reliable knowledge through multi-level organic combination 

matching, analysis and decision making of various remote 

sensing images (Yuan and Wang, 2005; Du et al., 2016). 

Remote sensing image fusion processing mainly includes three 

levels (i.e., pixel level, feature level and decision level). The 

pixel level is a direct algebraic operation between pixels, and 

then extracts the feature information of the object after 

processing and analyzing. The advantage is that it can preserve 

the fine information of the image, but the processing 

information is large and time-consuming. The image fusion 

based on feature level is to deal with the original data, such as 

sensors with different spatial and temporal resolutions (i.e., 

MODIS, SAR, Landsat TM and so on) to extract the feature 

information and to integrate the same type of image. Image 

fusion can generate new images with higher confidence, and 

realize information compression. Image fusion based on 

decision level is to identify, classify or target the image 

information first, and then to integrate the acquired thematic 

image after obtaining the decision information such as the 

regional feature and the target state (Zhou et al., 2003). 

According to the application features of the three level 

algorithm of remote sensing image fusion, the feature level is 

selected to carry out the experiment.  

 

In the remote sensing image fusion algorithm based on feature 

level, such as Brovey transform, HSV transform, Principal 

Component Analysis transform, Color Normalization transform, 

Gram-Schmidt spectral sharpening ,etc. We select three feature 

level fusion methods (i.e., Gram-Schmidt spectral sharpening, 

Principal Component Analysis transform and Brovey transform) 

to do the contrast experiment, then select the best fusion image 

for classification experiments. 

 

2.4 Remote Sensing Images Classification 

The objective of remote sensing images classification is to 

classify each pixel in the image according to its spectral 

luminance value at different bands, spatial structure characteris- 

tics (i.e., image texture, shape, directionality, complexity) or 

other ancillary information, according to a rule or algorithm 

divided into different categories, so that each pixel attach a 

unique identity. The most commonly used classification 

methods of remote sensing images are supervised classification 

and unsupervised classification.  

 

However, in the process of remote sensing images classificati- 

on, there still exists the phenomenon of misclassification and 

missing points, which leads to the final classification accuracy 

is not high. On the one hand, because of the high dimension 

characteristic, uncertainty, information redundancy and the 

same spectral heterogeneity of the ground cover and the 

common foreign body (Gao et al., 2015), the remote sensing 

image data structure is highly nonlinear, and some classification 

methods based on statistical pattern recognition are difficult to 

be identified directly. On the other hand, in the field of remote 

sensing image supervision classification, the number of prior 

samples is limited and the quality is not uniform, the parameters 

of classifier model cannot be estimated or inaccurate. These 

problems lead to more and more complex feature extraction 

algorithms, more and more mathematical models, more and 

more advanced classification models, higher classification 

accuracy, but only in the level of data processing upgrade and 

progress, in information extraction, knowledge delivery has yet 

to be improved. With the progress of image processing, the 

current pattern recognition, neural network, computer vision 

and others have become the important technical means of 

hyperspectral remote sensing image classification. Some new 

methods, such as expert system and deep learning, have made a 

breakthrough in the research of remote sensing image 

classification. Based on the feature level fusion, we choose four 

kinds of image classification methods (i.e. Minimum distance, 

Mahalanobis distance method, Support Vector Machine and 

ISODATA classification) to do contrast experiment.  

 

3. EXPERIMENTAL RESULTS AND ANALYSIS 

3.1 Study Area and Data 

In this paper, we selected Sentinel-1A and Landsat8 OLI images 

as data sources, and use ENVI 5.3, Google Earth and ArcGIS 
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software to process remote sensing images. We choose Beijing, 

China as the research area, the located in northern latitude 

39°54'20", east longitude 116°25'29". North of the North China 

Plain, backed by Yanshan Mountain, the climate for the typical 

northern temperate sub-humid continental monsoon climate. 

The Sentinel-1A  images imaging time is January 27, 2018, the 

center longitude is 39°45'12", the center latitude is 115°44'14", 

the polarization mode is VH; Landsat8 OLI images imaging 

time is November 15, 2017, The center longitude is 116°6'10" 

and the center latitude is 40°19'58". The experimental areas 

include water, farmland, greenbelt, barren, road traffic and other 

typical types of features. 1, 2, 3, 4, 5, 6, 7, 9 are eight 

multispectral bands with a resolution of 30m, OLI8 for 

panchromatic band image with a resolution of 15m. Other data 

include the Beijing land Use status map (2006-2020), the 

Google Earth high score image and etc. The geographical 

location of study area is shown in Figure 1. 

Figure 1. Geographical location of the study area 

 

3.2 The Results of Image Fusion  

After preprocessing Sentinel-1A and Landsat8 OLI images, 

Gram-Schmidt spectral sharpening, Principal Component 

Analysis transform and Brovey transform were performed. 

Refer to the Google Earth topographic map, we can found that: 

Gram-Schmidt spectral sharpening effect is the best, can retain 

geomorphic texture characteristics, image on the demarcation 

line between different features are very clear. From the view of 

color, the same kind of object color is basically consistent.  

 

The Brovey transform effect is inferior to the Gram-Schmidt 

spectral sharpening, the overall picture color becomes shallow. 

The Principal Component Spectral sharpening and Gram-

Schmidt spectral sharpening effect is similar, the spectral 

characteristics are obvious, but the Principal Component 

Analysis transform is time-consuming, to the terrain detail 

performance still need to improve. In conclusion, the Gram-

Schmidt spectral sharpening is superior to the other two fusion 

methods in maintaining spectral properties. The results of the 

three fusion methods are shown in Figure 2. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. The results of three fusion methods. (a) Google Earth 

topographic map; (b) Gram-Schmidt spectral sharpening; (c)  

Principal Component Analysis transform; (d) Brovey transform. 

 

3.3 The Results of Image Classification and Analyzed 

Because the classification accuracy is affected by the quality of 

the training samples, the separation between the samples is 

more than 1.9 (Tian et al., 2008, Lou et al., 2016), which 

indicates that the training samples are qualified for the 

experiment and can be used to classify the fused images. The 

segregation of training samples is shown in Table 3. 

 

 Waters Farmland Greenbelt Barren 
Road 

traffic 
Constru-

ction land 

Waters 1 1.9998 1.9583 1.9283 1.9445 1.9831 

Farmland 1.9998 1 1.9387 1.9484 2 1.9293 

Greenbelt 1.9583 1.9387 1 1.9780 1.9108 1.9812 

Barren 1.9283 1.9484 1.9780 1 1.9779 1.9953 

Road 

traffic 
1.9445 2 1.9108 1.9779 1 1.9479 

Construct-

ion land 
1.9831 1.9293 1.9812 1.9953 1.9479 1 

Table 3. The segregation of training samples 

 

In this paper, three kinds of supervised classification algorithms 

(i.e. Minimum distance, Mahalanobis distance method, Support 

Vector Machine) and one unsupervised classification algorithm, 

such as ISODATA classification is selected to do experimental. 

The results of the four classification methods are shown in 

Figure 4. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. The results of the four classification methods. 

(a) Minimum distance; (b) Mahalanobis distance method; 

(c) Support Vector Machines; (d) ISODATA classification. 

 

According to the standard land use chart of Beijing, we can find 

that each method has advantages, four kinds of classification 

methods have different interpretations to the topography 

distribution of Beijing Central District. In order to facilitate the 

qualitative evaluation of the classification results, six typical 

features were selected (i.e. waters, farmland, greenbelt, barren, 

road traffic, construction land). 

 

Because the principle of the four classification methods is 

different, the effect on the classification of features is also more 

distinct. In the classification of each features, the overall 

classification precision is different, such as the Minimum 

distance method for road traffic classification effect is better, 

Mahalanobis distance method to the waters classification effect 

is good, the Support Vector Machine to the waters, the 

greenbelt, the road traffic classification effect is relatively high, 

the ISODATA classification to the construction land 

classification effect is best. In conclusion, the Support Vector 

Machine classification result compared to the other three 

(a) (b) 

(C) (d) 

(a) (b) 

(c) (d) 

The International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume XLII-3, 2018 
ISPRS TC III Mid-term Symposium “Developments, Technologies and Applications in Remote Sensing”, 7–10 May, Beijing, China

This contribution has been peer-reviewed. 
https://doi.org/10.5194/isprs-archives-XLII-3-2185-2018 | © Authors 2018. CC BY 4.0 License.

 
2187



methods, more close to the standard land use, is the best 

algorithm in four kinds of classification method. The overall 

classification precision and Kappa coefficients of the four kinds 

of method are shown in Figure 5.  

 

 

 

 

 

 

 

 

 

 

Figure 5. The overall classification precision and Kappa 

coefficients of the four kinds of method 

 

4. CONCLUSION 

In this paper, we selected the latest data images of Sentinel-1A 

and Landsat8 OLI images as data sources, choose Beijing, 

China as the study area, and propose a classification method of 

remote sensing images based on feature level fusion. Compare 

and analyze three kind of feature level fusion methods (i.e., 

Gram-Schmidt spectral sharpening, Principal Component 

Analysis transform and Brovey transform), and then selected the 

best fused image for the classification experiment. In the 

classification process, we choose four kinds of image 

classification methods (i.e. Minimum distance, Mahalanobis 

distance method, Support Vector Machine and ISODATA 

classification ) to do the contrast experiment. According to the 

standard land use classification image, and classification 

accuracy evaluation criteria such as the overall classification 

precision and Kappa coefficient, it is analyzed in the remote 

sensing image processing and application whether the image 

fusion processing is advantageous before the classification.  

 

The experimental results show that the fusion image of 

Sentinel-1A image and Landsat8 OLI image is better by Gram-

Schmidt spectral sharpening, the overall classification precision 

of the fused image in four classification algorithms is above 

76%, and the Kappa coefficients is above 0.6.In four kinds of 

classification algorithms, the fusion image has the best 

applicability to SVM classification, the overall classification 

precision is 94.01% and Kappa coefficients is 0.91.  

 

In the future, we will further study how to make full use of 

spectral information, geometric structure information and 

spatial information to classify the fused images based on the 

existing classification process to improve accuracy. Gradually 

jump out of a single data processing and image classification, 

and study the integration of various classifiers, such as 

supervised and unsupervised integration. 
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