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ABSTRACT: 

 

Today, a variety of methods have been proposed by researchers to distinguish ground and non-ground points in point cloud data. 

Most fully automated methods have a common disadvantage which is the lack of proper algorithm response for all areas and levels of 

the ground, so most of these algorithms have good outcomes in simple landscapes but encounter problems in complex landscapes. 

Point cloud filtering techniques can be divided into two general rule-based and novel methods. Today, the use of machine learning 

techniques has improved the results of classification, which has led to significant results, especially when data can be labelled at the 

presence of training data. In this paper, firstly, altimeter and radiometric features are extracted from the LiDAR data and the point 

cloud derived from digital photogrammetry. Then, these features are participated in a classification process using SVM learning and 

random forest methods, and the ground and Non-ground points are classified. The classification results using this method on LiDAR 

data show a total error of 6.2%, a type I error of 5.4%, and a type II error of 13.2%. The comparison of the proposed method with the 

results of LASTools software shows a reduction in total error and type I error (while increasing the type II error). This method was 

also investigated on the dense point cloud obtained from digital photogrammetry and based on this study, the total was 7.2%, the 

type I error was 6.8%, and the type II error was 10.9%. 
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1. INTRUDUCTION 

1.1 Background 

Photogrammetry, with an age of more than a hundred years, has 

been used as one of the world's largest spatial data sources due 

to the advancements of high resolution digital areal camera, [1]. 

The preparation of 3D maps, Orthophoto, DTM Generation and 

High Resolution Point Cloud Extraction include the digital 

photogrammetry achievements, and with advancements in 

technology, its automation chain has been completed [2]. In 

addition to digital photogrammetric methods, processing and 

deploying LiDAR data has been widely studied with its 

extensive applications, including DTM extraction. 

Three-dimensional point cloud derived from digital 

photogrammetry and LiDAR include ground and non-ground 

points, and therefore the first step in the production of digital 

ground model from point cloud data, includes the identification 

of ground points and the removal of non-ground points, which 

is called point cloud filtering, which its automation is faced 

with challenges due to the diversity of terrain features and 

topography [3-5]. Various methods have been suggested by 

different researchers to distinguish between ground and non-

ground points in the point cloud data. The disadvantage of most 

fully automated methods for identifying ground and non-ground 

points is for a particular type of ground. In other words, most of 

these algorithms have good outcomes in simple landscapes and 

encounter problems in complex landscapes. [6]. Obviously, 

region type important for the type of algorithm used, in terms of 

feature diversification and density of regions such as urban, 

non-urban, forest, sloped, flat, etc., and will affect the amount 

of automation of operations. In spite of extensive research on 

cloud computing, extraction of a digital ground model from 

large data with complex landscape is still a challenge for 

researchers [7, 8]. For example, the use of a limited set of 

parameters does not yield proper results for ground with 

discrete and complex surfaces, as well as different features. 

 

1.2 Related Work 

Various methods have been proposed by different researchers to 

distinguish non-ground and ground points in the point cloud 

data. When using these methods, considerations should be made 

such as the details of performed preprocessing, structure of 

input data, and other influential parameters [9]. The methods for 

filtering point cloud data according to performance are divided 

into several categories: rule-base methods, novel learning 

methods. [10, 11] 

Rule base filtering methods include methods that are mainly 

based on the physical behavior of non-ground features. This 

group can be categorized to slope-based methods, methods 

based on mathematical morphology, baseline methods, (TIN) 

triangulated irregular network based methods, segmentation and 

clustering methods, and other methods which are mainly 

improvements of the above or independently have a special 

feature. 

In recent years, machine learning algorithms have been widely 

used to classify images. In modern methods, geometric and 

radiometric features of each point can be used to trained 

classification. 
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The results of learning methods performance in the filtering 

topic show that these methods are more effective than the Rule 

Based algorithms and represent the high potential of learning-

based approaches in point cloud filtering. Extracting highly 

efficient and effective features for use in machine learning 

methods with the objective of classifying ground and non-

ground points seems to have better results. [12-14]. 

Chehata has used four features of anisotropy, planarity, 

sphereocity and Linearity for the implementation of random 

forest method. These features are derived based on the Eigen 

values of the variance-covariance matrix calculated for a 

neighborhood window with a given radius. In addition to these 

four features, altitude and recursive pulse characteristics are 

also used to train this method. The random forest classification 

method in this research has achieved a total accuracy of 94.35% 

which is a good result compared to Rule Based methods [15]. 

Niemeyer has used the Conditional Random Field (CRF) 

method to classify point cloud and made a complete study of 

classification using classifiers, features, and different 

neighborhoods. Most of the investigative methods in this 

research are monitored and not only classify clusters into 

ground and non-ground classes, but also classify many other 

classes. The CRF method provides the ability to combine 

textual information and learn specific communications of 

ground objects in the training phase. Therefore, this is a 

powerful algorithm for obtaining reliable results even in 

complex urban landscapes. [16]. 

The results of the performance of learning methods in the 

filtering topic show that these methods are more effective than 

the Rule Based algorithms and represent the high potential of 

learning-based approaches in point cloud filtering. The 

extraction of high-performance effective features for use in 

machine learning methods leads to better results in the 

classification of ground and non-ground points. [12-14] 

 

2. PROPOSED METHOD 

2.1 Machine learning algorithm 

The machine learning techniques are a subset of artificial 

intelligence and, using these techniques, the computer learns the 

patterns available in the features and can use them. Nowadays, 

the use of machine learning techniques has been significantly 

developed in improving the classification results, which has led 

to significant results in the application of these methods, 

especially for data which can be labelled as training data. 

In this paper, two SVM and random forest methods have been 

used for this purpose. 
 

2.1.1 SVM Algorithm 

The SVM algorithm has been developed as one of the solutions 

to machine learning. SVM performs its predictions using a 

linear combination of the kernel function which acts on a set of 

training data, namely the support vectors. The method presented 

by SVM is different than comparable methods such as neural 

networks; SVM training always finds the global minimum. The 

features of an SVM are greatly related to its kernel selection. 

 
2.1.2 Random Forest Algorithm 

Random forest algorithm is also an ensemble learning algorithm 

that uses decision trees for its simple and weak algorithms. In 

the random forest algorithm, several decision trees are used. In 

fact, a set of decision trees produce a forest together and this 

forest can make better decisions. To classify a data based on its 

characteristics, the data is given to each tree, and a tree is asked 

to "vote" for that class. The forest selects the classification that 

has the highest vote for all forest trees. 

The decision trees were introduced in 2001 as one of the 

machine learning methods that combines the prediction of 

multiple single algorithms together using rule based methods. 

[18] 

Random forest is a very useful and easy to use algorithm, 

because its default hyperparameters often produce good 

predictive results. Also, the number of its hyperparameters is 

not high and is easy to understand. [19] 

One of the biggest problems in machine learning is over-

processing, but it often does not happen as easily as it happens 

for random forest categorizer. In general, training these 

algorithms is quickly achieved. 

Another feature of the random forest is that the trees grow 

without pruning, and in this way, training does not affect the 

accuracy of the model too much and makes it simpler in terms 

of computation. 

The points of the study area are classified using the extracted 

features and the random forest classification method into two 

classes of ground and non-ground points. 

 

2.2 Feature extraction 

Extraction is the first step in any learning system to create an 

input vector to the classification algorithm. To do this, first, the 

proper attributes should be extracted from the point cloud, to be 

used in the learning algorithm. The type of features has a direct 

impact on the classification result. In this research, two types of 

features are extracted from point cloud data: point features and 

neighborhood features. [20] 

Point features are individually derived from information of each 

point, such as altitude, density, color information about the 

point cloud derived from optical sensors, and IR band values 

and other radiometric information in case of available 

multispectral and hyperspectral resources. 

Neighborhood features include the topographic and radiometric 

information of the nearest neighboring points that indicate the 

morphology related to the shape of the ground or its features at 

that point. It also extracts statistical information about 

neighboring points such as minimum and maximum altitudes, as 

well as mean and standard deviation of points’ altitude. 

According to the data studied in this research, eight features 

including five point features (two elevation features and three 

radiometric features) and three neighborhood features related to 

points altitude are extracted from the point cloud data. [21, 22] 

Table 1 shows the extracted features from the point cloud in this 

research. 
Regarding the investigation of the implementation of the 

proposed algorithm on two types of LiDAR data and the point 

cloud derived from a digital photogrammetric, in this paper and 

in the LiDAR data, only geometric features and in the point 

cloud, all eight features are extracted. 

 
2.3 Training & Testing 

After extracting the feature, the sample data from each of the 

ground and non-ground classes are randomly selected. Here, 

40% of the data is considered as training data for designing the 

classifier of machine learning and 60% of the data as check data 

for investigating the classifier accuracy. Choosing the right 

training data is very important in achieving the proper accuracy. 
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Function Feature Name Feature Type  

 
Normalized Height 1 

Geometry 

Point Features 

 
Normalized Height 2 

 
Normalized Intensity 1 

Radiometric 
 

Normalized Intensity 2 

 
NDVI 

 
Slop 

Geometry 
Neighborhood 

Features 
 

Roughness 

 
Curvature 

Table 1. the extracted features from point cloud  

 

3. DATASET 

In this paper, the results of the proposed method are examined 

on two datasets: ISPRS Filter Test Dataset and Dehbar Dataset 

ISPRS Filter Test dataset is a LIDAR data and Dehbar dataset is 

a point cloud derived from digital photogrammetry. 

 

3.1 ISPRS Filter Test dataset 

The ISPRS dataset contains 15 LiDAR data sample areas. 

The ISPRS dataset has 15 sample areas. From the 15 samples, 

ten sample areas were chosen for training and five sample areas 

for testing. Figure 6 shows the five testing samples.  

The dataset has a low point density. This causes the terrain to be 

poorly represented, especially on a combination of steep terrain 

and low vegetation. There are only two returns, first and last, in 

contrast to five multiple returns on a typical modern LIDAR 

point cloud. Fewer returns mean less information is available to 

separate vegetation from the ground. This situation makes the 

dataset more challenging for ground classification. 

 

3.2 Dehbar Dataset 

The Dehbar dataset refers to mountainous areas with forest and 

non-forest areas as well as residential areas. This data is based 

on digital 10-cm res. aerial photographs, which, after 

photogrammetric steps, are prepared through digital 

photogrammetric processing and photo synchronization 

operation on covered pair images, and finally a colored point 

cloud is extracted. In addition to elevation data, Orthophoto has 

been prepared in the 4-band IRGB and used to extract 

radiometric features. Collection of information on the 

classification of the dataset points is carried out manually by the 

expert agent, so that all the points of the point cloud are labelled 

and it is recognized that they are whether related to bare earth or 

are non-ground. Figure 2 shows a part of the Dehbar dataset. 

 

 
Figure 1. ISPRS testing samples: (a) steep terrain, (b) dense 

buildings, (c) bridge, (d) height discontinuity and (e) 

embankment and data gap 

 

 
Figure 2. Dehbar dataset 
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4. RESULT AND DESCUSION 

This section explains the results of the implementation of SVM 

and RF algorithms, the evaluation of accuracy and comparison 

of computational costs. The results are compared with the 

classification derived from the LAStools software, which uses 

the TIN method for filtering and is considered to be the best 

filtering method. 

In this assessment, the total error (false points of class), type I 

error (rejection of ground points), type II error (acceptation of 

non-ground points as ground points) were investigated. 

The results of implementing the proposed method on the ISPRS 

dataset show an improvement in the total error and type I error, 

but has a higher type II error. Therefore, the implementation of 

this method can significantly categorize non-ground and ground 

points at a higher rate and low cost. Comparison of the results 

of this method with the rule-based methods is shown in Table 2.  

Table 3 also shows the results of performing SVM and RF 

algorithms on the Dehbar dataset derived from digital 

photogrammetry compared to the rule based method. 

The results of classification on LiDAR data using this method 

show a total error of 6.2%, a type I error of 5.4%, and a type II 

error of 13.2%. The comparison of the proposed method with 

the results of LASTools software shows a reduction in total 

error and type I error (while increasing the type II error).  

Sample 11 is the most difficult region to deal with, in contrast 

to other samples: Steep lands with low vegetation and 

buildings. The RF algorithm method can properly eliminate 

buildings and vegetation in the upper and middle zone without 

losing ground points. However, some buildings can not be 

properly removed in the downstream area. 

Sample 12 includes flat land with dense buildings. In general, 

RF can be performed in this type of area. Sample 21 has a 

bridge and a large building. The proposed method works well, 

especially as the bridge and large building are removed. 

Sample 53 has a disturbance in altitude, while sample 61 has a 

gap region. The ground points in both samples can be miss-

classified as non-ground points due to their shape. In sample 53, 

almost all break lines are taken correctly with the proposed 

method. This type of land is often identified with filters that 

locally remove non-ground points. However, RF can not 

classify a few non-ground points in samples 53 and 61. Due to 

the limited number of non-ground points compared to ground 

points, the second line is relatively large. 

 

 

Total Error 
Sample 

LASTools SVM RF 

17.7 16.8 15.7 Samp11 

7 8.3 4.2 Samp12 

6.7 3.4 2.7 Samp21 

14.4 6.5 5.5 Samp53 

17.2 5.1 2.9 Samp61 

12.6 8.0 6.2 Average 

 

Type I Error 
Sample 

LASTools SVM RF 

26.9 27.5 14.6 Samp11 

12.9 13.2 4.2 Samp12 

8 3.1 1.4 Samp21 

14.8 5.6 4.9 Samp53 

17.8 4.9 1.7 Samp61 

16.1 10.9 5.4 Average 

 

Type II Error 
Sample 

LASTools SVM RF 

5.2 10.2 16.1 Samp11 

0.8 2.4 5.6 Samp12 

1.9 5.6 7.4 Samp21 

3.2 27.5 20.3 Samp53 

0.4 10.3 16.4 Samp61 

2.3 11.2 13.2 Average 

Table 2. A comparison between the accuracies obtained by the 

proposed method and LAStools on ISPRS dataset. 

 

This method was also investigated on the dense point cloud 

obtained from digital photogrammetry and based on this study, 

the total error was 7.2%, type I error was 6.8%, and type II error 

was 10.9% that shown in Table 3. 

In general, the proposed method works well to minimize total 

error and type I error, but type II error is higher than other 

methods. 

 

Total Error 
Dehbar Sample 

LASTools SVM RF 

13.4 8.1 7.2 Total Error 

11.6 7.3 6.8 Type I Error 

6.2 12.3 10.9 Type II Error 

Table 3: A comparison between the accuracies obtained by the 

proposed method and LAStools on Dehbar dataset. 

 

5. CONCLUSION AND FERTHER WORK 

Over the past few decades, point cloud filtering techniques have 

been widely studied and various algorithms have been proposed 

with a different approach for different ground conditions. 

However, given the variety of filtering techniques available, the 

simple use of a filtering method can hardly be useful for 

different terrains. In this paper, while reviewing traditional 

methods and algorithms, recent advances in point cloud 

filtering, especially the use of new learning methods, have been 

studied. The filtering methods in this paper are divided into two 

main groups of traditional methods, which are mainly rule 

based, and are designed based on the physical behavior of 

ground and non-ground points, and novel methods, which 

mainly identify land and non-terrestrial points, based on 

machine learning algorithms.  

The main advantages of traditional methods include the 

theoretical support and the regularity of the methods, the use of 

specific methods for particular regions, and the presentation of 

appropriate results by some methods for a main part of input 

data and the challenges of these methods include the suitability 

of each method for certain types of land, dependence on the 

adjustment of various parameters. 

Advantages of novel methods include the possibility of 

simultaneous application in different types of land, need for 

parameter adjustment, fast performance for high volume data, 

development and evolution of learning methods for higher 

accuracy and correctness. The lack of theoretical support, need 

for high training data, dependence of the results on training 

data, are among the weaknesses of the novel methods. 
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In this paper, we compare the performance of machine learning 

methods with rule-based methods and better performance of 

these methods is revealed in comparison with traditional 

methods. Due to the importance of the features used in learning 

algorithms, the use of deep learning methods is recommended 

for automatic extraction of the feature. 

In the end, the main strategy of this paper, which includes the 

previous three strategies, is the use of novel deep learning 

methods, in which, besides the possibility of using various 

information resources, it is possible to apply preprocessing 

methods. For example, performing some traditional methods on 

data and focusing on data and points with complexities, and 

then using machine learning methods to speed up is suggested. 
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