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ABSTRACT: 

 

Remote sensing image classification is a method for labeling pixels to show the Land cover types. The ambiguity in the classification 

process can be reduced if the spatial dependencies, which exist among the adjacent pixels, are intelligently incorporated into the 

feature extraction process. One of the methods for spatial feature extraction is applying morphological filters. The basic idea of the 

morphological filters is comparison of structures within the image with a reference form called structural element. Four types of 

important morphological filters are included (dilation, erosion, opening, and closing) in this work. Opening morphological filter is 

used to extract spatial features where this filter is implemented by applying two successive sequences dilation and erosion operators. 

This filter removes the light areas smaller than the structural element in binary images; and in the gray level images, the areas smaller 

than the structural element and brighter than the neighboring regions are removed. Differential morphology filters are other 

important morphological filters, which are also used in this work. In the proposed method, the principal component analysis is used 

to reduce the data dimensions and an SVM classifier is applied to classify the hyperspectral data. The proposed method provides 

better classification results than the conventional morphological profile about 2%-5% for the University of Pavia and Pavia Center 

datasets. The results represent the good performance of the proposed method by using a small number of training samples. 
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1. INTRODUCTION 

In the classification of remote sensing images, the aim is to 

determine the class of each region in the image. The ambiguity 

in the classification process can be reduced if the spatial 

dependencies, which exist among the adjacent pixels, are 

intelligently incorporated into the decision making process.  

There are generally 2 types of information available, spatial 

information and spectral information (Ghassemian and 

Landgrebe, 1988a). The images received from the sensors are in 

the form of a 3-dimensional matrix with spatial information in 

the matrix rows and columns and spectral information at the 

depth of the matrix. Each vector in the row and column of this 

matrix is a pixel of the image (Imani and Ghassemian, 2016a). 

In a spectral-based classification, pixels will not change 

randomly the function of the classifier, if the spatial properties 

in the images give us more information than the spectral in the 

image, and improve the performance of the classifier. The 

proposed method uses spectral and spatial information to 

classify data simultaneously (Golipour et al. 2016; 

Khodadadzadeh and Ghassemian, 2011).  

    The process of identifying, detecting complications and 

objects on the scene, using the images obtained by the sensors, 

is called remote sensing. The use of aerial and spatial images to 

interpret, identify, and obtain information from phenomena in 

surveying and studying land resources is called remote sensing. 

The use of aerial images and space images for the interpretation, 

identification, and acquisition of information from phenomena 

in the study of ground resources, is called remote sensing 

(Pesaresi and Benediktsson, 2001). 

With the improvement of remote sensing techniques, the 

hyperspectral images contain high spectral and spatial 

resolutions and so provide new possibilities and challenges for 

land-cover classification. The spatial-spectral analysis of 

hyperspectral images is based on spectral bands measurements 

and a series of features extracted from neighbouring pixels 

using spatial operations (Mirzapour and Ghassemian, 2016a), 

(Mirzapour and Ghassemian, 2016b), (Kianisarkalehn and 

Ghassemian, 2016).The morphological profile (MP) attempts to 

model spatial information by analyzing the interaction of a set 

of structural elements with different shapes and sizes. The MP 

based on opening and closing by reconstruction (Benediktsson 

et al. 2003), differential morphological profile (DMP) (Dalla 

Mura et al. 2010a), extended morphological profile (EMP), 

attribute profile, and extended attribute profile (Dalla Mura et 

al. 2010b) have been introduced to include spatial (shape and 

size) information into classification result (Imani and 

Ghassemian, 2016c).  

    So far, several methods have been used to analysis the spatial 

features of remote sensing images (Ghassemian and Landgrebe, 

1988b; Chaji and Ghassemian, 2006). One of the important 

methods is the use of morphological filters, which include four 

important filters: dilation, erosion, opening, and closing. 

Opening and closing filters are obtained using dilation and 

erosion filters, which are described in more details in the 

following sections (Roochi and Ghassemian, 2017). 

Morphological operations are nonlinear operations based on the 

theory of collections and processing binary images. By 

expanding the concepts of these operations, they are used to 

process non-binary images, namely gray-level images and then 

to process multi-band images. Morphological filters are one of 
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the spatial feature extraction methods in which differential 

morphological filters are formed based on them. By using 

differential morphological filters, we can extract a series of 

important edges and structural information from the image, 

which improves the output of the classifier. To use the concept 

of morphological profile in the processing of hyperspectral 

images, with the development of such profiles, the extended 

morphology profile was introduced. In fact, the procedure of 

this profile is based on extracting morphological profiles from a 

set of images extracted from hyperspectral data. The use of 

these profiles along with spectral features also has positive 

results for the classification of hyperspectral data (Fauvel et al. 

2013). After the success of morphological filters and their 

differentiation in the extraction of spatial features of remote 

sensing data, another set of nonlinear filters based on 

morphological operations, called attribute filters, are used to 

extract spatial data from single-band and multi-band data. In 

this regard, various techniques have been used for the extraction 

and classification of remote sensing images, which have been 

studied for the proposed method.  

The order of the various sections of the article is as follows: In 

section 2, MP, EMP, DMP, and the proposed method are 

explained. In section 3, we show the results of the experiments 

using two hyperspectral data. Finally, conclusions are provided 

in Section 4. 

2. MORPHOLOGICAL PROFILE FOR 

HYPERSPECTRAL DATA  

 

In this section, we explain morphological filters, extended 

morphological filters, and differential morphological filters. 

Morphological filters are a set of nonlinear operations designed 

to compare structures inside the image with a reference form 

called structural element. Extended morphological filters are 

obtained using morphological filters that are used for high-

dimensional data and differential morphological filters are used 

for extracting information such as edge and target structures 

(Imani and Ghassemian, 2017).  

 

Erosion: By applying this operator to a grayscale image, the 

minimum gray levels associated with the pixels of the image 

below the structural element are selected as the corresponding 

value in the output image. In this way, areas of the image that 

are brighter than the surrounding areas will erode. 

Dilation: By applying the dilation operator to binary images, if 

all the image pixels located below the structural element are 

zero, the corresponding result in the output image is zero and 

otherwise it will be one. Similarly, in applying this operator to a 

gray level image, the maximum gray levels associated with the 

image pixels located below the structural element are selected as 

the corresponding value in the output image (Roochi and 

Ghassemian, 2017). 

 

2.1 Mathematics Morphological 

Mathematics morphological collections represent the objects in 

an image. For example, a set of all white pixels in an image is a 

morphological description of the image. In the binary images of 

the sets concerned, the members of the set of integers are two-

dimensional, in which each member of a set is a set of whose 

coordinates are (x, y) of a white pixel (or black, depending on 

the arrangement) in the image. Grayscale digital images can be 

described with sets whose members are z2. In this case, two 

parts of each set member refer to the pixel coordinates, and the 

third represents the discrete amount of intensity. Collections in 

higher-dimensional spaces can display other features of the 

image, such as color and variable-time components. 

Reconstruction is a morphological transformation that includes 

two input images: an image called a marker and an image called 

a mask. For binary images, the marker must be a sub-mask. For 

gray level images, the values of gray surfaces must be less than 

or equal to the corresponding values in the mask. Usually, mask 

is the main image and the marker is made from the mask. In the 

following equations, the opening and closing filters are shown 

as 
R and

R , respectively. 

( ) ( ( ))i i

R ff R f                                                            (1) 

( ) ( ( ))i i

R ff R f                                                           (2) 

 

Where, i  and i   respectively represent the erosion and 

dilation filters, I is the size of the structural element, and 
fR 

  

fR   respectively, morphological filters, are the dilation and 

erosion of reconstruction. A morphology profile is obtained by 

using morphological filters of opening and closing. Opening 

and closing morphological profiles displayed respectively, with 

  and
 , contain a series of opening and closing filters. 

The formula for a morphological profile is as follows: 

 

( ) { , ( 1 ), [1, ]}i iMP f n i n                 (3) 

( ) { , ( 1), [ 1,2 1]}i iMP f i n n n                (4) 

 

The opening morphological filters remove areas that are smaller 

than the structural element; also the closing morphological 

filters remove same areas. The difference is that opening filters 

remove areas that are brighter than neighboring regions, but 

closing filters eliminate areas that are darker than the 

neighboring regions.  

 

2.2 Extended Morphological Profiles 

Extended morphological profiles are derived using 

morphological profiles. With the expansion of concepts and 

data, the use of extended morphology profiles has become 

widespread. These types of filters are used for high-dimensional 

data. To avoid the complexity of the calculations, the principal 

component analysis method is used to reduce the dimension of 

the data. Principal Component Analysis (PCA) is a 

transformation in vector space, which is further used to reduce 

the size of the data set. With this transformation, the dimensions 

become unevenly matched and the covariance matrix of the data 

becomes diagonal (Plaza et al. 2005). This transformation 

creates a space in which the data are arranged according to the 

amount of the variance; the data with the most variance is 

transferred to the first dimension, and the rest of the data are 

transferred to next dimensions according to their variance 

amount. Therefore the last main component has the least 

variance. This can be interpreted as the later ones have a small 

share in the resolution and can be ignored (Fauvel et al. 2007). 

The EMP formula using the principal component analysis is as 

follows: 

1 2{ ( ), ( ),..., ( )}nEMP MP PC MP PC MP PC              (5) 
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2.3 Differential Morphological Profiles 

The differential morphological profiles are obtained by 

morphological filters. These filters extract important 

information such as edge and structural form of the targets from 

the images. In the proposed method, reconstruction-based 

morphological filters are used to apply this filtering using 

different structural (circular, linear, rectangular) and different 

dimensional factors on the image, and then the result of the 

difference of each dimension and different structural elements 

are considered as output (Chanussot et al. 2006), (Imani and 

Ghassemian, 2016c). Differential morphological reconstruction 

based filters are given on the following equations. 

 

( ) { : ( ), [0,..., ]}i

R i i Rg g i n                        (6) 

( ) { : ( ), [0,..., ]}i

R i i Rg g i n                          (7) 

 

Where ( )R g means a reconstruction-based opening-opening 

morphology filter on an image that is filtered and i is the 

different used size. And similarly, ( )R g  means the closing 

morphology filter based on the reconstruction (Benediktsson et 

al. 2003). 

                                  

2.4 Proposed Method 

In this section, the proposed method is introduced. For 

derivation spatial information from the hyperspectral data, at 

first, the principal component analysis (PCA) is used, we select 

the components that have the most information. Here, the first 3 

bands of the data PCA1, PCA2 and PCA3 represent the 

transformation of the main component of the data into a 

coordinate system or independent vector space. This creates a 

spatial transformation in which data is arranged based on the 

amount of variance, the data with the most variance is 

transferred to the first dimension, and so the rest of the data is 

arranged, so that the last main component has the least variance. 

This can be interpreted as some of the dimension has a small 

share in the resolution and can be ignored. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Then, the morphological filters are applied to extract spatial 

features of PCA1, PCA2, and PCA3 individually. In this work, 

three different structural elements have been used. 1) circular-

shaped structural element with a radius of (1 to 20 with step size 

of 1), 2) linear structural element with a length of (1 to 10 with 

step size of 1 and angle of  90, 135), 3) rectangular structural 

element  with  a  length  of  (4, 8)  and  width  (8,20). After 

derivation the structural element of the circular-shaped, the 

output is given to the classifier. The outputs of linear and 

rectangular structural elements are given to the classifier 

directly. In this experiment, we use SVM classifier which is 

implemented by LIBSVM (Chang and Lin, 2011) to classify 

data, in this method, the LIBSVM library is used with binomial 

kernels. The block diagram of the proposed method is shown in 

Figure 1. 

 

3. EXPERIMENTS RESULTS 

In this proposed method, two hyperspectral data are used for 

implementation. The first hyperspectral data taken by satellite 

ROSIS is related to the University of Pavia, Italy. Data size is 

610×340 with spatial resolution of 1.3 meters per pixel. This 

data includes 9 different classes and 103 spectral bands. The 

second hyperspectral data is related to the Pavia Center, Italy. 

The data is also taken by the ROSIS satellite. Data size is 

1096×715 pixels with spatial resolution of 1.3 meters per pixel, 

consisting of 9 classes and 102 spectral bands. These datasets 

are shown in Figures 2 and 3. 

Pavia University and Pavia Center data collection are employed 

to evaluate the proposed approach. The University of Pavia 

dataset consists of 42,776 and Pavia Center dataset consists of 

148,152 hyperspectral data. In this paper, we use 15, 25, and 50 

labeled data to train the supervised part of each class. We also 

use 0.97 energy of pixels from University of Pavia dataset and 

Pavia Center dataset. So the first three PCs are selected. The 

classification results for University of Pavia and Pavia Center 

datasets are represented in Tables 1 and 2 respectively. Each of 

these tables has 5 columns. The first column is the number of 

random training samples. These numbers are 50, 25, 15 samples 

per class. In the second column, only spectral information is 

Hyperspectral 

Image 

Principal 

Component 

Analysis 

PC1 

PC2 

 

PC3 

 

MP 

MP 

MP 

DMP SVM 

Classifier 

Figure 1. Block diagram of the proposed method for spatial feature extraction. 
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used to classify the data (spectral information is given directly 

from the data to the classifier). In the third column of the tables, 

only the extracted spatial information using the proposed 

method are included in the classification. In the fourth column, 

the data are classified using spectral and spatial information 

(spatial data are extracted directly from morphological filters 

without the use of differential morphological filters). In the fifth 

column spatial information of the proposed method and the 

spectral information are used for classification of the data, 

which is the best performance of the classifier in this section. 

Classification maps of the datasets are shown in Figures 4 and 

Figures 5. 

 

 

 
 

Figure 2. Represents the University of Pavia dataset, Italy, 

including the RGB map and 9 classes land cover 

 

 
 

Figure 3. Represents the Pavia Center dataset, Italy, including 

the RGB map and 9 classes land cover. 

 

 

Table 1: Overall accuracy (OA) on the Pavia University dataset 

Number of 

Training 

Sample 

 

SVM Classifier 

Spectral 

 

Spatial 

propose

d 

method 

 

Spatial 

MP 

+Spectral 

 

Spatial proposed 

method 

+Spectral 

50 83.11 94.11 93.06 94.83 

25 79.32 91.11 85.27 92.56 

15 75.57 87.27 81.17 86.72 

 

Table 2: Overall accuracy (OA) on the Pavia Center dataset 

Number  

of 

Training 

Sample 

 
SVM Classifier 

Spectral 

Spatial 

proposed 

method 

Spatial 

MP 

+Spectral 

Spatial 

proposed 

method 

+Spectral 

50 96.67 95.25 95.89 96.91 

25 95.59 93.39 94.65 95.44 

15 94.78 92.33 92.10 93.16 

 

 

The classification results for University of Pavia and Pavia 

center datasets are represented in Tables I and II respectively. 

 

 

4. CONCLUSION 

In this paper, the concept of (MP) and (DMP) is used to classify 

remote sensing hyperspectral images. (MP) is one of the most 

important tools for extract spatial features. In this paper, we 

have used three different structural elements combining with the 

opening filters to classification data.in the proposed method, 

only the output of the disk-shaped structural element is derived 

and then given to the classifier and other factors are given 

directly to the classifier. According to the table I, II for the 

Pavia University and Pavia center dataset, we can see that with 

50 training sample spectral+spatial features overall accuracy 

using (proposed method) has improved approximately 2% 

compared to spectral+spatial features using (MP). In this paper, 

only opening filters are used to extract spatial features, and the 

outputs of these filters are given to the inputs of the differential 

filters, by using this method we consider the output of different 

images individually for each of the different dimensions and 

structural elements as outputs. And we consider the different 

structural elements as outputs, while in other common ways 

open and closing filters are used and the outputs of these filters 

are classification. 
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