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ABSTRACT: 

 

Clustering is an unsupervised learning method that used to discover hidden patterns in large sets of data. Huge data volume and the 

multidimensionality of trajectories have made their clustering a more challenging task. K-means is a widely used clustering algorithm 

applied in the trajectory computation field. However, the critical issue with this algorithm is its dependency on the initial values and 

getting stuck in the local minimum. Meta-heuristic algorithms with the goal of minimizing the cost function of the K-means 

algorithm can be utilized to address this problem. In this paper, after suggesting a cost function, we compare clustering performance 

of seven known metaheuristic population-based algorithms including, Grey Wolf Optimizer (GWO), Particle Swarm Optimization 

(PSO), Sine Cosine Algorithm (SCA), and Whale Optimization Algorithm (WOA). The results obtained from the clustering of 

several data sets with class labels were assessed by internal and external clustering validation indices along with computation time 

factor. According to the results, PSO, and SCA algorithms show the best results in the clustering regarding the Purity, and 

computation time metrics, respectively. 
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1. INTRODUCTION 

Today, trajectories of moving entities such as people equipped 

with GPS devices, taxis, vessels, aircraft, and even animals can 

be recorded, stored, and processed (Frattasi and Della Rosa, 

2017). In recent years, resulting from high accessibility to a 

massive volume of data and their complexities, process and 

knowledge extraction has become a case of research attention. 

 

Cluster analysis is one of the mining tasks associated with 

extracting relevant outcome invisible in data. Previous research 

in trajectory clustering can be divided into four general 

categories of partitioning, hierarchical, density-based, and 

optimization-based. K-means and spectral methods are two 

important algorithms in the partitioning methods that have been 

mentioned more than other methods in the previous research. 

Tork was one of the first researchers who developed clustering 

of spatio-temporal data using K-means (Tork, 2012). Atev et 

al., using a spectral clustering and similarity function based on 

Hasdorf distance presented a framework for clustering 

trajectories (Atev et al., 2010). Fu et al. proposed a framework 

to detect the anomaly and to categorize vehicle trajectories in 

traffic applications using hierarchical and spectral clustering 

(Fu et al., 2005). Palma et al. addressed discovering points of 

interest using density-based clustering (Palma et al., 2008). In 

their research, Nanni et al., Lee et al., Akasapu et al., also used 

density-based clustering for groping the trajectories (Akasapu 

et al., 2011; Lee et al., 2007; Nanni and Pedreschi, 2006). 

Ahmadyfard and Modares by mixing K-means and PSO, and 

Lu et al. by integrating K-means and genetic algorithm 

developed new methods for clustering, and their proposed 

methods proved superiority to K-means (Ahmadyfard and 

Modares, 2008; Lu et al., 2004). Also, Izakian et al., presented 

an automatic approach for trajectory clustering using PSO 

(Izakian et al., 2016). 

 

 K-means algorithm is a simple clustering method with low 

computation cost that classifies data into different groups to 

form clusters with respect to a specified metric. According to 

the NP-hard nature of the clustering problem and its sensitivity 

to the initial cluster centroids, K-means might be trapped in the 

local minimum (Likas et al., 2003), and this leads to low 

reliability of the achieved results particularly in complex, 

multidimensional data like trajectories (Ossama et al., 2011). 

 

Optimization relates to the process of discovering optimal 

values from all potential value for the parameters of a specified 

scheme to maximize or minimize its output. Population-based 

optimization algorithms which are a kind of metaheuristic 

algorithms, try to reach an appropriate trade-off between 

exploration (exploring different regions of search space) and 

exploitation (local search) to search for a solution close to the 

optimum value in challenging problems like clustering. 

Optimization of the clustering problem has been used to solve 

many issues including image clustering (Omran et al., 2005), 

document clustering (Mahdavi et al., 2008), traffic 

management (Bacquet et al., 2011), and smart city (Logesh et 

al., 2018). 

 

In this paper, a proper cost function for trajectory clustering has 

been proposed and seven metaheuristic optimization methods, 

i.e., GWO (Mirjalili et al., 2014), PSO (Kennedy and Eberhart, 

1995), SCA (Mirjalili, 2016), WOA (Mirjalili and Lewis, 

2016), were used to enhance the results of trajectory clustering. 

The results were evaluated by Purity indices along with the 

computation time factor. 
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2. METHODOLOGY 

2.1 Problem Definition 

The clustering problem assigns the members of a set of 

trajectories TD={T1,T2,…,TN} to k clusters C = {C1, C2,…,Ck}. 

Each trajectory Ti has multi-dimensional information and can 

simply be shown as T = [(x1,y1,t1),…,(xm,ym,tm)]. (x,y)  refers to 

the location of the recorded points and t is the recording time. 

Clusters C must be defined in a way that trajectories within a 

cluster have the most similarity with each other and the most 

difference with the trajectories in other clusters.  

 

Clustering can be solved as an optimization problem. 

Considering S and f(s) as the set of feasible solutions and the 

objective function to optimize respectively, optimization 

problem seeking a global optimum  s∗ ∈ S where:  

 
∀ 𝑠 ∈ 𝑆, 𝑓(𝑠∗) ≤ 𝑓(𝑠) (1) 

 

 

Figure 1. Flowchart of the proposed methodology 

 

2.2 Encoding 

Before optimization starts, the problem ought to be simplified 

and modeled. Population-based metaheuristics could be 

considered as an iterative improvement in a population of 

solutions. Starting from an initial population of solutions, they 

continue to generate a new population. Subsequently, some 

selection procedures based on their fitness are used to integrate 

this new population into the current one. This process iterates 

until the criteria for a stop are specified. The general flowchart 

of the methodology steps is represented in Figure 1. 

 

Therefore in our approach, a population set P={p1,p2,…pn} is 

considered. Each member of this set is a vector of length k 

having IDs referring to the cluster centers of each of the k 

clusters and structures the final clustering solution. Figure 2 

demonstrates the encoding of the problem of trajectory 

clustering. 

 

 

Figure 2. Encoding of the problem 

 

2.3 Cost Function 

After the population is created, each of the members has to be 

assessed. In this paper, a cost function for the clustering 

problem of trajectories is defined as Equation 2. The 

minimization of this cost function, which is one of the main 

goals of clustering, leads to the higher similarity of trajectories 

in each cluster and the difference with other clusters. 

 

(2) 𝐶𝑜𝑠𝑡𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛 =  ∑ ∑ D(𝑍𝐶𝑗 , 𝑇𝑖)

𝑇𝑖∈ 𝐶𝑗

𝑘

𝑗=1

 

 

where ZCj is the representative trajectory for the cluster Cj and 

D is the DTW distance between each pair of trajectories and is 

obtained through Equation 3. 

 

𝐷 (𝑍𝐶𝑗 , 𝑇𝑖) =   

{
 
 
 
 

 
 
 
 
0                                                 ,𝑚 = 𝑛 = 0 

∞                                                ,𝑚 = 0 || 𝑛 = 0

𝑒𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛(𝑎ℎ
𝑝
, 𝑏𝑔
𝑃)  +                                       

𝑚𝑖𝑛

{
 
 

 
 𝐷 (𝑅 (𝑍𝐶𝑗) , 𝑅(𝑇𝑖)) ,

𝐷 (𝑅 (𝑍𝐶𝑗) , 𝑇𝑖) ,

𝐷 (𝑍𝐶𝑗 , 𝑅(𝑇𝑖)) }
 
 

 
 

       , 𝑂𝑡ℎ𝑒𝑟𝑠

 (3) 

 

where R(ZCj) and R(Ti) are the resulting trajectories after the 

removal of the first points from ZCj and Ti, respectively. m and 

n refer to trajectory lengths of ZC and Ti. Also, ah
p

 is the pth 

dimension of the hth point from the ZCj trajectory and bg
p
 is the 

pth dimension of the gth point from the Ti trajectory. 

 

2.4 Clustering Efficiency 

After reaching the loop’s stopping condition and achieving the 

final results, the evaluation step needs to be taken. Two 

indicators, namely Silhouette and purity, along with the 

computation time factor are considered to evaluate the 

performance of different algorithms. Purity shows the 

percentage of properly clustered data, and it is computed 

according to Equation 4 (Manning et al., 2010). 
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(4) 𝑃𝑢𝑟𝑖𝑡𝑦 =  
1

𝑁
∑max

𝑗
|𝐶𝑖 ∩ 𝐿𝑗|

𝑘

 

 

where N represents the total number of data and Lj shows the 

class labels.  

 

3. Results and Evaluations 

In this section, seven well-known optimization algorithms were 

discussed in order to analytically evaluate the use of different 

metaheuristic algorithms for clustering trajectories. The results 

of the implementation were obtained from three datasets, 

including labomni, i5, and cross provided by the Computer 

Vision and Robotics Department of the University of 

California, San Diego (Figuer 3). (Morris and Trivedi, 2009). 

 

 
(A) 

 
(B) 

 
(C) 

Figure 3. Trajectory datasets (A) cross, (B) i5, and (C) 

labomni 

 

The calculated Purity value for various algorithms is presented 

in Table 1. According to this table, the best result in the 

labomni data set is related to the PSO algorithm with 0.9234 

Purity value, and the next ranks were achieved by WOA and 

SCA algorithms. In this data, the GWO algorithm did not 

perform well, and its Purity value is even lower than that of K-

means. PSO algorithms produced acceptable results in i5 as all 

trajectories were correctly clustered, and the Purity value of 1 is 

achieved. Also, in this data, GWO was unable to improve the 

results of the K-means and along with SCA achieved the most 

mediocre results in i5 data. Finally, trajectory clustering results 

in cross show better performance of WOA, and PSO compared 

to poor GWO and SCA results. As it can be seen from Table 1, 

PSO with mean Purity value of 0.9527  has achieved the best 

outcomes in all three datasets. 

 

Method 
Dataset 

labomni i5 cross 

K-means 0.8421 0.8250 0.7752 

GWO 0.8230 00.7500 0.6821 

PSO 0.9234 1 0.9347 

SCA 0.8612 0.7500 0.6968 

WOA 0.8900 0.8750 0.9453 

Table 1. Purity number in different methods 

 

Figure 4 compares different algorithms concerning the running 

time (seconds), which is another essential factor in determining 

the appropriate algorithm. According to this figure, although 

the PSO algorithm has shown excellent performance in 

trajectory clustering in terms of the Purity index, it resulted in 

high computation time. From Figure 4, we can see that the SCA 

has proven to be the fastest algorithm among the discussed 

ones, and all the other algorithms demonstrated computation 

times close to one another. 

 
Figure 4. The computational time of the different algorithms 

 

4. Conclusion 

 

K-means algorithm is a simple clustering method with low 

computation time. However, it is sensitive to the initial cluster 

centroids. In this paper, after proposing an appropriate cost 

function, four well-known optimization algorithms in trajectory 

clustering were employed and their results in Purity index, as 

well as computation time, were compared and evaluated. 

Furthermore, to remove any data effects on results, three 

different data sets were used.  

 

The results obtained in this paper have shown the superiority of 

PSO algorithm with regard to the purity index. However, the 

computation time of PSO was higher than other algorithms. 
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Furthermore, GWO and SCA have failed to show good 

performance in trajectory clustering. 
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