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ABSTRACT: 

Due to being affected by the rapid development of open science and the increasing popularity of mobile devices (e.g., smartphones), 

remote sensing data as frequently used data sources are broadly applied to our daily life. At the same time, remote sensing data 

collection also presents a trend of popularization. To improve the utilization efficiency and availability of the obtained diversified 

remote sensing data, we propose a novel evaluation method based on information theory and scatterplot mapping model, i.e., 

geometrical mapping entropy (GME). The goal is to construct a unified model of measurement to be much more effectively and 

accurately evaluate the information content and quality of remotely sensed imagery. Different experimental data are used to verify the 

performance of the proposed method, i.e., a group of the dataset that contains different four types of images; the other group of image 

data contains the images with different modalities and different imaging times (2016-05, 2017-08, 2018-04, and 2018-06). 

Experimental results indicate that the proposed approach can better characterize the spectrum features and spatial structural features 

contained in images and visual perception information. Additionally, it can also reflect the difference in the quality of different 

modality images, especially the effect for the images that contain clouds or poor lighting conditions, is better. 

1. INTRODUCTION

In recent years, with the rapid development of remote sensing 

technology and the establishment of global earth observation 

system, the obtaining ability of various remotely sensed data is 

increasingly strong (Verde et al., 2018). As the development of 

open science and the increasing popularity of mobile devices 

(e.g., smartphones), remote sensing data as an important data 

sources are widely applied in human life. Additionally, the 

remote sensing data collection also shows a certain trend of 

popularization (Shan., 2017). That means that end users can 

access and use various remotely sensed data to achieve different 

operations and apply in much more actual applications too. In 

the process of image processing, how to quickly and accurately 

evaluate the amount of information of images has become one 

of the critical factors of improving the utilization ratio of image 

data, reducing data cost and meeting in some degree the 

timeliness of image processing (Datcu et al., 2007; Quartullinet 

al., 2013; Xia et al., 2017). 

The related information measurement method of remote 

sensing images have been developed through the physical 

sciences, information theory and computer vision, and also 

plays a significant important role in lots of remote sensing 

processing and applications (Finkelstein et al., 2009; Kong et al., 

2019). Image entropy as one frequently-used quantitative 

criterion is used to evaluate the amount of information 

contained in images. It could reflect the difference in the 

correlative attribute characteristics of different sources of 

remote sensing data, to some degree (Tsai  et al., 2008; Hu et al., 

2015). Additionally,, as the quantity and categories of remote 

sensing images that are applied to various application areas 

gradually increases, the image entropy is also regarded as a very 

valid means to improve the utilization efficiency and 

availability of obtained diversified remote sensing data (Ma et 

al., 2017). 

Nevertheless, the traditional image entropy, similar to the 

global histogram of the image, merely reflects the global 

statistical information from the quantitative angle, but cannot 

effectively describe more and a deeper level of significant 

information contained in images, e.g., the information on the 

local spatial distribution, organizational structure, geometric 

features and visual perception (Cushman 2016; Li  et al., 2016).  

In remote sensing field, some improved methods or models 

of calculating the information content of images were proposed 

by related scholars over the past decades. Some scholars have 

proposed the Markov-based measurement methods, such as the 

first-order markov model employed in Lin et al. (2006) (Lin et 

al., 2006), and the computational models using quadrilateral 

markov random field developed by Razlighi et al. (2009) 

(Razlighi  et al., 2009) and Liu. (2016) (Liu., 2016). Zhang et al. 

(Zhang et al., 2015) developed a measurement method of 

combining information theory with geostatistics. Furthermore, 

some scholars research on the influence of resolution (e.g., 

spatial resolution, radiometric resolution) on the amount of 

information contained in remote sensing images (Narayanan et 

al., 2002, Verde et al., 2018), and other researchers discuss the 

relationship between information content of images and signal-

noise-ratio (SNR). Recently, the configurational entropy model 

based on Boltzmann entropy and its improved model is 

constructed to characterize the spatial structural information in 

geoscience data (Gao et al., 2017, Cushman., 2018; Gao et al., 

2019).     

Remarkably, compared with traditional image entropy, the 

reliability, effectiveness, and accuracy of the measurement 

approaches above mentioned are ameliorated to some degree. 

To further characterize much more attribute feature information 

and the difference in the quality of images, we present a 

neighborhood mapping-based solution to evaluate the 

geometrical mapping entropy of remotely sensed images (Sun et 

al., 2006; Li et al., 2016). 

The rest of this paper is organized as follows. Section 2 

reviews traditional image entropy and then present a novel 

approach for combining the idea of scatterplot mapping with 

information theory. In Section 3, we validate the feasibility and 
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effectiveness of the method (i.e., geometrical mapping entropy) 

proposed, do further discussion. Section 4 provides the 

conclusion. 

2. METHODOLOGY 

2.1 Image Entropy 

As we all known, remotely sensed data as one of frequently-

used information data is widely applied to various fields in 

human life. Hence, in the process of image processing, the 

image entropy model on the basis of information theory is 

usually regarded as a valid evaluation index of disorder degree 

in remotely sense imagery, which can also reflect in some 

degree information richness and texture complexity of images 

(Shannon 1948; Verde et al., 2018). The formula of image 

entropy is defined as.        
255
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where i and
ip represent the gray levels in images and the 

corresponding probability of grey levels, respectively.  

In the process of image processing, image entropy can be used 

to characterize the difference in the information content 

contained in images and image quality. It can also reduce the 

feature dimensionality and computational complexity of image 

data. However, the traditional image entropy only describes part 

of two-dimensional feature information of images from the 

perspective of quantity but doesn't reflect related spatial feature 

information in images from the qualitative and subjective 

perception angle.  That is, it lacks the capability to characterize 

the spatial structure validly and cannot eliminate the influence 

of symmetry of entropy on measurement results. As a result, we 

propose an approach for evaluating the attribute information 

and quality of images, i.e., geometrical mapping entropy (GME). 

This model can better characterize much more attribute feature 

information contained in images, to accurately and validly 

reflect the differences in the information content and quality of 

multimodality images. Meanwhile, it can eliminate the influence 

of symmetry of entropy on measurement results. 

2.2 A Strategy for Evaluating Geometrical Mapping 

Entropy of Images 

To better evaluate the information content contained in remote 

sensing images, on the basis of information theory, we present a 

new geometrical mapping entropy model (GME) by 

incorporating spatial neighborhood information and the idea of 

scatterplot mapping into modelling processing (Touchette et al., 

1985; Itti et al., 2001; Elmqvist et al., 2008; Quweider., 2012).  

The descriptions of the GME method are as follows: 

1)   First, let us construct the two-dimensional grayscale 

array ( , )i j . Thereinto i is the grayscale value of the pixel, and j 

is the corresponding average grayscale value of its neighboring 

pixels. The grayscale array ( , )i j can validly reflect the 

information on the local neighborhood distribution and pixel 

position. The formula is as follows. 
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where
s

i is the grayscale value of the s-th neighborhood pixel of 

the target pixel with grayscale value i , N is the true number of 

pixels in the effective neighborhood of the target pixel. The 

average value j  is calculated by the ratio of the sum of the 

practical neighboring pixels of the target pixel to N . 

Additionally, the grayscale array ( , )i j is mapped into the planar 

mapping matrix by the two-dimensional scatter plot model, 

and ( , )i j
n is the statistical value of ( , )i j in the planar mapping 

matrix.   
2)   The next step is to construct the three-dimensional 

array
( , )

( , , )
i j

i j n , which consists of the grayscale value i of the 

pixel, the average grayscale value j of its neighboring pixels, 

and the statistical value 
( , )i j

n of the grayscale array ( , )i j . 

The
( , )

( , , )
i j

i j n can be mapped into the geometrical mapping space 

by the three-dimensional scatterplot model, and
( , , )

( , )
i j n

i j
n is the 

statistical value of the three-dimensional array
( , )

( , , )
i j

i j n in the 

geometrical mapping space.  

3)   Third, the single level geometrical mapping entropy 

(GME) is developed by incorporating the mapping ideas of the 

scatterplot matrices and the statistical value 
( , , )

( , )
i j n

i j
n into 

modeling processing. The probability 
( , )
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in the geometrical mapping space can be calculated by:  
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where
( , , )

( , )
i j n

i j
n is the statistical value of

( , )
( , , )

i j
i j n , 

and N is the total number of
( , )

( , , )
i j

i j n
n with different values. 

Definition 1 The geometrical mapping entropy (GME) of 

the image is defined as: 
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The model can validly characterize the comprehensive 

feature information of images, e.g., spectrum features, spatial 

structural features, and visual perception. In the meantime, it 

also reflects the difference in the quality of images. Additionally, 

the GME method eliminates the adverse influence of traditional 

image entropy symmetry on the results of the information 

measurement. 

The general framework of this approach is described in 

Figure 1. 

 

3. RESULTS 

3.1 Study Area and Data 

In this study, we use the two groups of different datasets to 

verify the feasibility and validity of the proposed method (see 

below). 
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Figure 1. The general framework of the GME model. 

� The first group of the dataset 1 contains the following four 

types of image data: 

(1) A 0.5 m resolution image of a reservoir area located in

the Zhengzhou region, obtained from the Digital Globe

platform in 2018;

(2) An image of farmland obtained from the UC Merced

Land Use Dataset with USGS National Map Urban Area

Imagery in 2010 with 0.3 m resolution;

(3) A UAV image of a local area in the district of the lower

and middle reaches of the Yellow River in 2015;

(4) Landsat TM image of a mountainous region provided by

NASA;

� The second group of the dataset 2 is as follows： 

(1) A 1 m resolution, remote sensing images with the

different modalities (e.g., different imaging conditions,

various imaging quality) in the same urban region of

Changsha with different times (i.e., 2016-05, 2017-08,

2018-04, and 2018-06);

3.2 Experiments  

3.2.1 Analysis of the Results on the Dataset 1 

We testify the performance of the proposed approach using 

these experimental images (see below). Figure 2a denotes a 

mixed reservoir area that contains different kinds of land cover 

(e.g., reservoir, town region, farmland, trees, and roadway). 

Figure 2b is the cultivated land that has certain distribution 

regularity; Figure 2c describes a water area; Figure2d describes 

a certain mountain area. Additionally, Figure 2a1-2d1 depicts 

the planar mapping distribution of different images, respectively; 

Figure 2a2-2d2 characterizes the corresponding results of the 

geometrical mapping model, respectively. 

(a) (b) 

(c) (d) 

(a1) (b1) 

(c1) (d1) 
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(a2) (b2) 

(c2) (d2) 

Figure 2. The plane and geometrical mapping models of 

experimental images with different types: (a-d) experimental 

images; (a1-d1) planar scatterplot mapping model; (a2-d2) 

geometrical space mapping model. 

Firstly, let us compare and analyze the mapping results of 

different experimental images based on the mapping strategy 

constructed (see Figure 2a1-2d1 and Figure 2a2-2d2). As one 

can see, the scatterplots of two categories of mapping model 

proposed can relatively well reflect spatial distribution trends 

and differences of information richness of experimental data 

when different types of images in this section are mapped into 

unified geometrical space. Meanwhile, there is also consistent 

with the visual perception results of the human eye system. 

Secondly, we can evaluate the information content of remote 

sensing images using different approaches from the quantitative 

perspective (see Table 1). 

Table 1. Comparative analysis of different methods on the 

dataset 1 

Methods Figure 2a Figure 2b Figure 2c Figure 2d 

( )H I  
7.193 6.432 4.425 7.827 

GME
H 0.514 0.436 0.195 0.832 

The experimental results indicate that the measurement model 

constructed, similar to the traditional image entropy, can 

effectively evaluate image information. That is, the proposed 

method in this paper is feasible and valid. The grayscale 

distribution and spatial distribution of water area are all 

comparatively centralized, as demonstrated in Figure 2c1 and 

Figure 2c2, i.e., the dispersion degree and uniformity of its 

brightness values are very lower. It means that the uncertainty 

involved in this image is smaller; thus, the amount of 

information of the image is less. 

Additionally, we further compare the mountain image with 

the farmland image and reservoir image. It is seen that the image 

of the mountain area contains a more complex spatial structure; 

its visual perception is more disordered. Identical conclusions 

are obtained in the corresponding planar and geometrical 

mapping results of images. This is consistent with the size 

relationship of the two kinds of metric values of these images in 

Table 1. The uncertain information contained in Figure 2d is the 

largest. 

3.2.2 Analysis of the Results on the Dataset 2 

As shown in Figure 3, the lighting conditions of Figure 3a 

and Figure 3b are poor lighting condition and slightly poor 

lighting condition, respectively; Figure 3c represents the image 

with thin clouds; and Figure 3d is the image of good quality. 

Compared with the objects in the same regions of Figure 3c-3d, 

the ground objects covered by the red circle in Figure 3a-3b 

have already changed, i.e., the object type described is mainly 

changed from woodland to bare land. It can be seen that there 

was a relative reduction in the texture complexity and diversity 

of the spatial structure of the images above, and the uncertainty 

information contained in images also decreases.   

(a) (b) 

(c) (d) 

Figure 3. Experimental images with different imaging 

conditions, e.g., different light conditions, clouds. 

In Table 2, the metric results of Experimental images 

(Figure 3a-3d) obtained by the geometrical mapping entropy 

model and traditional image entropy are listed.  

Table 2. Comparative analysis of different methods on the 

dataset 2 

Methods Figure 3a Figure 3b Figure 3c Figure 3d 

( )H I  
4.518 6.235 6.422 6.648 

GME
H 0.074 0.536 0.407 0.462 

We can discover that Figure 3a is the image with a bad 

lighting condition. It leads to that there has scarcely any useful 

information in this image. That is, its quality is poor, which is 

consistent with the GME value of Figure 3a, i.e., 0.074, which 

approaches zero. Furthermore, it can be seen from Tab.1 that, 

the distribution tendency of traditional image entropy for this 

group of experimental images in Figure 3 is overall on the rising 

trend. This conclusion, however, deviates from the real judging 

results of human visual perception.   

Additionally, Figure 3c affecting by the thin clouds, 

especially compared with Figure 3b and Figure 3d, the quality 

of which should be relatively worse. It can be observed from 

Table1that, the GME value of Figure 3c is less than the 

corresponding metric results of the images in Figure 3b and 

Figure 3d, which also matches the subjective judging results. 
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However, the result of traditional image entropy has no 

reflecting the same correct conclusion effectively and accurately. 

Compared with the same areas in Figure 3b, the ground 

objects of local areas covered by the red circle in Figure 3d are 

changed from woodland to bare land. It means that the 

information richness and spatial structural complexity of Figure 

3d affected by object changes should be less than the 

corresponding feature information of Figure 3b. The identical 

conclusion is supported by the GME values of Figure 3b and 

Figure 3d.   

Based on the analysis above, experimental results validate the 

feasibility and validity of GME model. In addition, it can be 

concluded that the geometrical mapping entropy, in comparison 

with traditional image entropy, can better evaluate and 

distinguish the difference in the information content of images 

with different imaging quality, especially for remotely sensed 

images affected by different imaging conditions, such as 

different light conditions and clouds. 

4. CONCLUSION

In this study, we propose a geometrical mapping entropy 

model by incorporating the neighborhood information and the 

idea of scatterplot mapping into the modelling process. 

Experimental results show that the method proposed in this 

paper is feasible and valid, which can overcome the existed 

shortcomings of traditional image entropy. Furthermore, it can 

distinguish the influence of the difference in the images with 

different imaging conditions on measurement results. 

Future work will focus on a few directions below. First, the 

proposed measurement method can be further improved. Second, 

it is necessary to explore the related attribute characteristics of 

geometrical mapping entropy deeply. Third, it is a meaningful 

thing to make a comparison with other improved methods such 

as the configurational entropy proposed by Gao et al. (2017). 

Fourth, we could attempt to investigate the respective applicable 

application fields of different measurement models by 

contrasting and analyzing the experimental effect of different 

methods in image processing. 
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