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ABSTRACT: 

Digital elevation models (DEMs) are widely used raster data for different applications concerning terrain, such as for flood 

modelling, viewshed analysis, mining, land development, engineering design projects, to name a few. DEMs can be obtained through 

various methods, including topographic survey, LiDAR or photogrammetry, and internet sources. Terrestrial close-range 

photogrammetry is one of the alternative methods to produce DEMs through the processing of images using photogrammetry 

software. There are already powerful photogrammetry software that are commercially-available and can produce high-accuracy 

DEMs. However, this entails corresponding cost. Although, some of these software have free or demo trials, these trials have limits 

in their usable features and usage time. One alternative is the use of free and open-source software (FOSS), such as the Python 

Photogrammetry Toolbox (PPT), which provides an interface for performing photogrammetric processes implemented through 

python script. For relatively small areas such as in mining or construction excavation, a relatively inexpensive, fast and accurate 

method would be advantageous. In this study, PPT was used to generate 3D point cloud data from images of an open pit excavation. 

The PPT was extended to add an algorithm converting the generated point cloud data into a usable DEM.  

1. INTRODUCTION

1.1 Background of the study 

Mining and many other land development projects rely heavily 

on accurate topographic maps for most of its activities. For 

larger and complex projects, extensive technologies such as the 

LiDAR or aerial photogrammetry are employed. These 

technologies are expensive and thus are used only on the start 

and end of project. For small-scale projects, traditional 

surveying methods, such as the use of a total station are 

employed in generating reference topographic maps. The 

traditional survey methods produce terrain models with 

accuracies limited by the number of observed points (Patikova, 

2012). Thus, more survey points are necessary for better 

accuracy, but would mean additional time and cost.  

Terrestrial photogrammetry deals with photographs taken with 

cameras located on the surface of the earth. The term Close-

Range Photogrammetry or CRP is generally used for terrestrial 

photographs having object distances about 300 meters (Wolf, et 

al., 2014). This methodology is one alternative to produce 

DEMs through the processing of images using photogrammetry 

software. Luhmann (2011) relates that CRP is applicable to 

objects ranging from 1 m to 200 m in size (Luhmann, 2011). 

Aside from the distinctive speed of data collection, employing 

photogrammetric methods also deliver results within a relatively 

short period of time, achieve results of acceptable accuracy and 

provide instant documentation via the captured images. CRP, in 

particular, provides a low-cost, rapid, yet accurate method of 

object and surface modelling which makes it an effective 

method of topographic surveying for small scale earthwork 

operations and site monitoring that requires frequent 

implementation. 

Powerful photogrammetry processing is possible using many 

cross-platform software available with free trials such as Pix4D, 

Photomodeler and Agisoft, that can generate high-quality digital 

elevation models. However, most of these trials are extremely 

limited in terms of usable features and usage period. Many 

FOSS photogrammetry software are also available that can 

generate high-quality 3D models such as the Python 

Photogrammetry Toolbox (PPT). Unlike most photogrammetry 

software, PPT has a minimal size and, being a FOSS, has a very 

transparent workflow. Unfortunately, these models are usually 

described in arbitrary coordinates and cannot readily be used for 

DEM generation. Thus in this study, PPT was extended to add 

an algorithm converting the generated point cloud data into a 

usable DEM. 

1.2 Objectives 

Studies on the utilization of PPT, particularly in terrestrial 

photogrammetry for the generation of DEMs are still few. Thus, 

this study aims to assess the efficiency of the PPT in generating 

relatively accurate dense 3D point cloud for the production of 

DEMs. An algorithm is developed that extends the PPT 

functionalities to produce raster DEMs. The vertical accuracy of 

the generated DEMs will be assessed based on an existing DEM 

of the study area. 

1.3 Study Area 

The selected study area is the on-going excavation work for the 

foundation of the proposed faculty and staff housing of the 

University of the Philippines located in E. Jacinto St. Diliman, 

Quezon City. The area has an approximate total area of 0.40 

hectares. Three buildings are planned to be constructed in this 

area. Figures 1(a) to (c) show different site details of the study 

area.  
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     (a)                                            (b)                                                            
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(c) 

Figure 1. Details of the study area: (a) sample view of the site; 

(b) site plan proclamation sign; and (c) site vicinity map from 

Google Maps  

 

The site is divided into three open-pit excavations 

corresponding to the planned buildings, as seen in the aerial 

photo of the site shown in Figure 2. 

 

 
Figure 2. Aerial photo of the study area showing the three 

planned building sites (A, B, and C) 

 

 

1.4 Assumptions and Limitations  

Further study on different types or larger extent of areas is yet to 

be determined. It is also assumed that construction sites have 

their own local project controls for their own purposes.  

 

The processing speed and capability of the PPT and its 

extensions or modifications used in the study is only 

implemented on two workstations: an Asus N550JK-CN309H 

and Lenovo G470. No modifications were made on the original 

PPT code but an additional Python script was utilized to process 

its outputs into DEMs.  

 

Meshlab was used to visualize the .ply outputs of PPT. The 

output DEM is a raster in ESRI-ASCII format and for 

visualization, ArcMap was used to convert the ASCII raster into 

TIFF. This study only considers evaluating the vertical accuracy 

of the DEMs. 

 

 

2. MATERIALS AND METHODS 

Shown in Figure 3 is the six-step general methodology of this 

study, which is adapted from the four steps for close-range 

photogrammetry projects described in (Barnes, et al., 2014). 

 

 
Figure 3. General methodology of the study 

 

2.1 Project Planning 

Project planning includes the development of strategies for the 

selected site or object, selection of the equipment and software 

to be used, calibration of the equipment (if necessary), and 

acquisition of any required permissions. 

 

Visiting the site or reviewing the subject area and taking various 

test shots for study prior to planning is recommended. Planning 

all the camera stations and control points, as well as the time 

needed for site preparation should be done thoroughly after the 

reconnaissance. All possible working conditions and other site 

specifics such as: weather, visibility, sun or shadows, 

equipment, assistance, safety regulations, and legal 

responsibilities are also considered as recommended in (ISPRS 

Commission V, 2010). 

 

A Canon EOS 1100D DSLR camera is used for the acquisition 

of the images. The EOS 1100D is a high-performance DSLR 

camera that features a fine-detail CMOS sensor with 

approximately 12.2 effective megapixels. (Canon Inc., 2011). 

Further specifications of the camera used are listed in Table 1. 

 

Table 1. Canon EOS 1100D DSLR camera specifications 

Specifications Canon EOS 1100D 

Make 

 
Megapixels 12 MP 

Maximum Resolution 4272 x 2848 

Sensor Type CMOS 

Sensor Size 22.2 x 14.8 mm 

Pixel Area 26.94 µm² 

Year Released 2011 

 

The Python Photogrammetry Toolbox accepts any image 

datasets provided that the camera sensor width is known to the 

user. The Canon EOS 1100 DSLR camera is selected due to its 

capable sensor size and availability. Based on the literature, 

Study Area 
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DSLR cameras tend to give optimum results than those of 

compact digital cameras due to the fact that they are equipped 

with more advanced and higher quality lenses than digital 

cameras (ISPRS Commission V, 2010). Since PPT will be used 

for processing, there is no need for external camera calibration. 

PPT uses Bundler, a structure-from-motion system for 

unordered images which only requires the user the image 

network of geometrically coherent pictures and the internal 

camera parameters such as focal length or camera sensor size. 

 

2.2 Field Set-up and Control Survey 

Collecting images for a photogrammetric project requires 

particular techniques so that the processing part will be handled 

seamlessly by the software. Providing external control 

information to a photogrammetric project is important to 

position the model relative to a reference frame. If the 

photogrammetric model need to be situated in an existing 

reference frame, then sufficient external references defined in 

this frame should be integrated into the project. For the three 

excavation sites previously shown in Figure 2, a control survey 

utilizing a total station instrument was first performed to 

establish four (4) local ground control points (GCPs) at the 

corners outside of the excavation sites based on a reference 

baseline with arbitrarily set coordinates and azimuth.  
 

2.3 Image Acquisition 

Image acquisition involves taking pictures of the area, with the 

condition that GCPs must be occupied while taking pictures. It 

is important that the camera axis is directed towards the center 

when taking photos and the camera stations are placed at 

intervals no greater than 3 meters along the perimeter of the site. 

For areas with high obstruction or noise, smaller intervals are 

recommended. There are no strict guidelines in taking pictures 

as long as the image quality is good. For this study, two photos 

per camera station were done: (1) directly over the station and 

centered towards the subject, and (2) a few steps back to ensure 

that the edge or wall of the excavation for both the near and far 

sides of the area are visible.  

 

Figure 3 shows a sample image acquisition methodology at one 

GCP location. 

 

  
(a)                                               (b) 

Figure 3. Site image acquisition: (a) camera over a GCP, using a 

plumb bob; and (b) image taken a few steps back from GCP 

 

At least one image was captured wherein the camera was 

stationed along the same x-y coordinates of each GCP. This 

coincidence along the horizontal plane was ensured with the use 

of a plumb-bob attached to the camera. The length of the string 

attaching the plumb bob to the camera was fixed and measured 

so as to define the z-coordinates of the camera during image 

capture. 

 

2.4 Pre-processing of Data  

The photos must be screened to ensure that only the good 

photos are included in the PPT processing. Afterwards, the 

acquired digital images for the project will need to undergo 

digital processing which involves adjustments and 

manipulations to the various image properties. An important 

note is to never manipulate the image dimensions in any way. 

To extract 3D points from 2D images, it is essential to perform 

a triangulation with at least two overlapping images or what we 

call a stereo pair. When more than two images are used in a 

triangulation, we denote this group of images as a „block‟. In 

order to perform a triangulation of the entire block, known as 

the bundle block adjustment, the user must measure a sufficient 

number of tie, control, and check points throughout the block. 

Adding constraints on certain sets of points may help to enforce 

angular, linear, and/or planar properties.  

 

2.5 Python Installation 

Python is a dynamic and open source programming language 

that lets its user work quickly and integrates systems more 

effectively (Python Software Foundation, 2015). It has a simple 

syntax that is natural to read and easy to write. Its ingenuity lead 

to many applications through its numerous third party modules 

and libraries such as the Python Photogrammetry Toolbox 

(PPT). PPT requires Python and its associated packages to run 

its processes. Table 2 describes the required software readily 

available online and could be easily installed.  

 

Table 2. Python Installation requirements: file types and file 

size 

File Name File Type File Size (KB) 

Python 2.7 .msi 15,541 

PyQt4 4.11.1 .exe 27,977 

Pillow 2.7.0 .whl 1,129 

OSM-Bundler-PMVS2-CMVS .zip 6,917 

Numpy 1.7.1 .exe 5,742 

SciPy .exe 65,842 

 

PyQt4 was used for the development of PPT-GUI, as well as the 

GUI for the algorithm extension developed. Pillow is the 

friendly edited version of the Python Imaging Library or PIL, 

which is a free library for the Python programming language 

that adds image processing capabilities. NumPy is the 

fundamental package for scientific computing with Python and 

allows for the creation and manipulation of N-dimensional 

arrays. The SciPy Stack is a collection of open source software 

that are widely used for scientific computing in Python. The 

SciPy library is one of the core packages that make up the SciPy 

stack which provides many simplified yet highly efficient 

numerical routines such as the interpolate module used in this 

study. 

 

2.6 PPT Processing 

The Python Photogrammetry Toolbox (PPT) is a free/libre, 

open-source and cross-platform photogrammetry software 

originally developed by the Arc-Team, Pierre Moulon and 

Alessandro Bezzi in September 2010. The toolbox is composed 

of python scripts that automate the 3D reconstruction process 

from a set of pictures and have been used for various purposes 

such as 3D forensic reconstruction, 3D modelling of cultural 
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heritage sites, and 3D modelling for archaeological studies. The 

processes performed in PPT can be simplified into two parts: 

camera pose estimation/calibration and dense point cloud 

computation. Open-source software are employed to perform 

these intensive computational parts, namely: Bundler for the 

calibration and CMVS/PMVS for the dense reconstruction. 

 

2.7 Run Bundler  

Reconstruction of a scene from images poses problems such as 

correspondences between pairs of images and calculating the 

required geometries for the common coordinate system among 

the image sequence. Structure from Motion (SfM) and Image-

based Modelling (IBM) are solutions to the 3D reconstruction 

problem (Moulon and Bezzi, 2011). SfM is the process of 

automating the retrieval of camera orientation parameters beside 

the 3D positions of the tie points by analyzing a sequence of 

images and IBM is the process of creating 3D models from 2D 

images (Alsadik, 2014). 

 

SIFT is an algorithm established by David Lowe (2004) that 

detect and describe features in images. The algorithm was 

published in 1999 and has since been used in numerous 

applications in the field of computer vision. The Python 

Photogrammetry Toolbox uses this algorithm via Bundler. The 

algorithm is patented in the US under the ownership of the 

University of British Columbia (Lowe, 2004). 

Despite its popularity, the original SIFT implementation is 

available only in binary format. VLFEAT, an open and portable 

library of computer vision algorithms, provides an open-source 

implementation of SIFT. 

 

Bundler is a structure-from-motion (SfM) system for unordered 

image collection (Snavely 2009) that is utilized by the PPT. The 

camera positions are defined by using the relative geometry 

between the cameras. Bundler outputs the following: a bundle 

file which contains the parameters needed to define the camera 

and scene geometry and a .ply file which contains the 

reconstructed camera and point orientations. Bundler performs 

the camera pose estimation processing. Run Bundler allows the 

user to specify the directory containing the input images, the 

feature extractor and the image size or scale. 

 

2.8 Run CMVS/PMVS or PMVS2 

Multiple View Stereovision (MVS) consists of mapping image 

pixel into a dense 3D point cloud or mesh (Moulon and Bezzi, 

2008). It uses multiple images in order to reduce ambiguities in 

pixel locations and to produce accurate estimates of the 3D 

position of each pixel. Most multi-view stereo algorithms, 

however, cannot handle well large numbers of input images due 

to limitations in computational and memory resources. PPT uses 

the Clustering Views for Multi-view Stereo software (CMVS) 

which takes the output of a SfM software as input then 

decomposes the input images into a set of image clusters of 

manageable size (Furukawa and Ponce, 2010), thus allowing a 

less memory-extensive computer processing. 

 

The Patch Multi-view Stereo (PMVS) which is included in the 

CMVS package uses a seed growing strategy in its 

reconstruction approach. It finds corresponding patches between 

images and locally expands the region by an iterative expansion 

and filtering steps in order to remove bad correspondences. 

Such an approach finds additional correspondences that were 

rejected or not found at the image matching phase step (Moulon 

and Bezzi, 2008). 

 

CMVS performs the point densification using the Run Bundler 

outputs and the input images. It uses Bundle2PMVS and 

RadialUndistort to convert the bundler outputs into 

CMVS/PMVS format. The users can choose between CMVS 

and PMVS; for larger datasets, however, CMVS is 

recommended. 

 

2.9 Post-Processing of PPT Output 

The algorithm developed was annexed to the original PPT code 

and referred to as CMVS Post-Process. This algorithm imports 

some of the CMVS output files as well as a user defined input 

file to construct a DEM in ESRI ASCII format raster file based 

on the PPT-generated point cloud. The implementation of this 

algorithm is simplified via the PyQT GUI used in PPT. 

 

The 3D coordinates of the generated point cloud from PPT are 

consolidated in one single PLT file which are then scaled, 

oriented and translated to the proper 3D location. This is done 

by extracting the images specified in a user-inputted text file of 

which the 3D ground coordinates of the camera centers are 

obtained. These coordinates will serve as the ground controls 

for the subsequent least squares adjustment computation to 

perform the 3D conformal coordinate transformation of the 3D 

point cloud defined by 7 parameters: 3 translations Tx, Ty, Tz to 

the origin of the target coordinate system, 3 rotation angles ω, 

φ, κ about the XYZ and one scaling factor m for Equation (1): 

 

  (1) 

 

where r is a function of the rotation angles ω, φ, κ. 

 

Included in the CMVS Post-Process algorithm is the 

computation of a General Least Squares Adjustment (GLSA) to 

solve for the 3D Conformal Coordinate Transformation 

(3DCCT) parameters. Based on the solved 3DCCT parameters, 

the algorithm then performs 3DCCT on all coordinates 

contained in the consolidated PLY file. These are then used to 

generate the DEMs as outputs. 

 

The cell values of the DEM output raster is mapped out to the 

original input coordinate system to assign a value to each output 

cell. Techniques have been used to define the output value 

depending on where the point falls relative to the center of cells 

of the input raster and the values associated with these cells. 

Among of these techniques are Nearest Neighbor, Linear 

Interpolation, and Cubic Convolution. These image resampling 

techniques are also same to the gridding interpolation method 

SciPy uses. Each of these techniques assigns values to the 

output differently. Thus, the values assigned to the cells of an 

output raster may differ according to the technique used (ESRI, 

2016). Nearest neighbor returns the value at the data point 

closest to the point of interpolation; linear interpolation 

tessellate the input point set to n-dimensional simplices, and 

interpolate linearly on each simplex; and cubic convolution 

returns the value determined from a cubic spline. For the initial 

tests in this study, the aforementioned three techniques are 

implemented. 

 

2.10 DEM Validation 

Aside from the ground controls used for the 3DCCT, validation 

points were also established during the control survey. 33 points 

for Site A and 21 points for Site B. Site C was not included due 

to inaccessibility of the area during the control point survey. 
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The ground controls were used to assess the accuracy of the 

output DEMs.  

 

The elevation values from the generated DEMs of sites A and B 

corresponding to the ground validation points were collected 

and tabulated from which the root-mean-square error (RMSE) 

was computed by the formula (Luhmann, et al., 2011): 

 

           (2) 

 

where Xi is the elevation of the validation points,  is the 

elevation derived from the DEMs, and n is the number of 

validation points. The RMSE is equal to the empirical standard 

deviation of the model (Luhmann, et al., 2011).  

 

 

3. RESULTS AND DISCUSSIONS 

3.1 Initial Tests 

Preliminary tests were done prior to the field photo 

documentation to check the efficiency of the PPT in creating 

high fidelity point clouds. Various tests were performed using 

varying-size models to evaluate the processing speed of the 

software and the qualities of the outputs at varying input 

parameters. In line with the research objectives, the following 

values were established as the default PPT input parameters 

based on the results of the preliminary tests: 

Feature Extractor : SIFT implementation by VlFeat 

Max Photo Width : 2000 pixels 

Multi-view stereovision : CMVS 

 

The first test was performed to compare the outputs of using 

SIFT by David G. Lowe (2004) and SIFT by VlFeat as feature 

extractors. A maximum photo width of 2000 pixels was used for 

the PPT processing. PMVS2 was used for point densification. 

The test was performed to compare the features detected by the 

two feature extractors. For this test, a terrain model with a 

relatively rough appearance was used as the sample model 

object to also test the efficacy of the feature extractors to detect 

features in coarse textures. 

 

The results presented in Table 2 show that the two extractors are 

able to generate almost the same numbers of 3D points. Upon 

visual inspection via Meshlab, the resulting 3D point clouds 

differ in terms of scale and orientation but are able to describe 

the same areas on the objects. This validates that the original 

SIFT by Lowe and the OS implementation are “output 

equivalents”. This is also seen in the Figures 4(a), (b), (c) and 

(d). However, there is   a huge disparity between the processing 

times of the two feature extractors. For the given dataset, feature 

extraction using SIFT by VlFeat consumed more than twice the 

time than SIFT by Lowe. Nevertheless, it still affirms that the 

SIFT implementation by VLFEAT indeed provides an effective 

albeit slower alternative as feature extractor versus the original 

SIFT implementation by David G. Lowe. Using the VlFeat 

implementation also protects future users from the infringement 

of the copyright attached to the original SIFT by David G. 

Lowe. 

 

Table 3. Output details of SFT by Lowe and SIFT by VlFeat 

Detail Lowe VlFeat 

Bundler Output Size (KB) 761 2,346 

CMVS Output Size (KB) 17450 18,714 

# of points/vertices 260,151 282,730 

Processing Time (minutes) 20 50 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 4: Sample views of the outputs using (a) SIFT by Lowe 

(2004), Top view; (b) SIFT by VlFeat, Top view; (c) SIFT by 

Lowe (2004), Front view; and (d) SIFT by VlFeat, Front view; 

 

The second test was performed to compare the outputs of using 

different values for the maximum photo width. SIFT by VlFeat 

was used for feature extraction. PMVS2 was used for point 

densification. A different object with more geometrical features 

was used as model for easier comparison. Figures 5(a), (b), and 

(c) show the generated 3D point cloud using different maximum 

photo width. Upon visual inspection, it can be seen that varying 

the values for maximum photo width resulted to a significant 

difference in the densities of the output point clouds. 
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(a) 

 
(b) 

 
(c) 

Figure 5: Comparison of 3D point cloud outputs from varying 

the values for maximum photo width: (a) 1200-pixel output; (b) 

2000-pixel output; (c) 2700-pixel output 

 

Results shows that varying the values for maximum photo width 

resulted to a significant difference in the densities of the output 

point clouds. The results presented in Table 4 indicate that an 

increase in image width corresponded to an increase in number 

of generated points. This is expected since a bigger input image 

equates to a bigger number of input pixels which, by logic, 

should also equate to a denser output. 

 

Table 4. Test results of varying maximum photo width 

Detail 1200  2000 2700 

Bundler Output Size (KB) 757 844 756 

CMVS Output Size (KB) 3,310 9,720 15,910 

# of points/vertices 47,922 146,009 241,156 

Processing Time (minutes) 10 32 55 
 

 

Additionally, there is a linear relationship between the photo 

width and the processing time and number of generated points 

at an R2 value of 0.9974 and 0.9991, respectively. This linearity 

indicates that there is no single most efficient value for the 

photo width since there is direct proportionality between the 

value and the processing time. The optimal value will depend 

on the desired density for the point cloud and will be at the 

discretion of the user. For the given data set, it was found out 

that a minimum photo width of 600 pixels was sufficient in 

creating an identifiable dense point cloud. 
 

However, for larger model objects i.e. excavation sites, it was 

found that using 1200 pixels as photo width produced 

significant amounts of noise pixels. After further tests, it was 

suggested that 2000 pixels be used as compromise between 

processing time and output quality. Table 5 shows the results of 

these tests. 

 

Table 5. Output qualities from varying photo width. 

Photos 

Width 

Processing 

Time (minutes) 

# of 

points/vertices 
Quality 

1200 56 305761 incomplete 

1400 49 396362 poor 

1600 113 651046 moderate 

1800 132 894206 acceptable 

2000 203 1107498 fair 
 

 

The third test was performed to compare the outputs of using 

CMVS and PMVS2 for point densification. However, the two 

are essentially the same except that CMVS was developed as a 

solution to the problems encountered in PMVS2. Using directly 

PMVS2 (without CMVS) with numerous images as input often 

results in the software crashing due to hardware limitations. For 

the Lenovo G470 with 500 GB DDRAM, a maximum of 50 

images at 2000 pixels image width can be processed in PMVS2 

(without CMVS) although a higher number of images can be 

processed using lower photo width. CMVS or clustering views 

for multi-view stereo processes these images by separate 

clusters instead of in a single batch. This partition decreases the 

workload for the processor for a given set thus allowing for a 

greater number of input images. Furthermore, using CMVS also 

results to a greater number of generated points.  

 

However, CMVS generally consumes a longer processing time 

compared to PMVS2 (without CMVS). The user can shorten the 

processing time by increasing the number of images per cluster. 

Also, using greater number of images per cluster generally 

results to a sparser point cloud although this does not really 

equate to a lower quality 3D model, as seen in the output 

models. Upon visual inspection of the outputs, no distinct point 

cloud was identified as the “best” since the differences among 

the 4 models are too random even though the lowest image per 

cluster has the most generated points.  

 

Therefore, it was concluded that it can be the users‟ discretion 

on what number of images will be used per cluster. To proceed 

with this study, the decision was that the denser point cloud is 

better and the default value at 10 images per cluster will be 

used. An actual excavation site was used as model object since 

smaller models only require few images. 

 

3.2 DEM Generation Dense 3D Point Cloud Generation  

The image datasets for sites A, B and C were then processed in 

the Python Photogrammetry Toolbox to generate a 3D point 

cloud using the input parameters discussed in Section 4.1. Table 

6 shows a summary of the PPT outputs for the three sites. 
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Table 6. Summary of PPT processing for all of the sites 

Detail Site A Site B Site C 

Processing Time 3h47m 4h30m 4h56m 

Images per Cluster 15 20 10 

Processed / Input 72/74 71/79 78/78 

Generated Points 1,013,819 564,938 1,554,638 

Output Quality Good Fair Poor 

 

The developed CMVS Post Process algorithm was used to 

generate four (4) ESRI ASCII raster files containing the 

following information: elevation, red values, green values and 

blue values. The elevation raster can be converted into a TIFF 

file using ArcGIS to generate a digital elevation model. The red, 

green and blue values raster can be converted into a TIFF file to 

generate an RGB visualization of the area. 

 

The algorithm allows the user to specify the raster cell width, 

the interpolation method as well as the output type. It gives 

three options for interpolation method, namely: Nearest 

Neighbor (NN), Linear Interpolation (LI) and Cubic 

Convolution (2DCC). For output type, it gives four options, 

namely: Elevation, Red Values, Green Values and Blue Values. 

The algorithm first imports the transformed CMVS output as 

the unstructured data. The algorithm then constructs a grid with 

intervals equal to the specified cell width and uses the 

unstructured data to interpolate for the values at each grid cell. 

Figures 6(a), (b) and (c) show the DEM produced using the 

three gridding techniques.  

 

 

 
(a) 

 
(b) 

 
Figure 6. DEM result of Site A using (a) Nearest Neighbor; (b) 

Linear Interpolation; and (c) Cubic Convolution 

 

The size of the grid is determined by the extents of the 

coordinates of the ground control points. For this study, 1cm 

was set as the default raster cell width, since the software 

usually crashes at less than 1cm. Table 7 describes the sample 

outputs of the different interpolation methods used in the 

generation of DEM for the Site A and B inputs. 

 

Table 7. Processing time and output size of the DEMs summary 

Site 
Interpolation 

Method 

Processing Time 

(s) 

Output Size 

(KB) 

Site 

A 

NN 476.8 109,608 

LI 687.1 108,397 

2DCC 713.6 107,563 

Site 

B 

NN 564.9 100,658 

LI 395.4 100,653 

2DCC 431.1 100,561 

 

Results show that using Nearest Neighbor as interpolation 

method results in the least processing time. It also generated the 

highest output size. However, the difference in output size pales 

in comparison to the disparity on processing speed. Similar 

trends were noted in the results after processing the other sites. 

 

3.3 Data Validation 

Applying the root-mean-square error (RMSE) as discussed in 

section 2.6, the output RMSEs for the resulting DEMs using the 

three gridding methods were computed, summarized in Table 8. 

 

Table 8. Summary of RMSE values for Site A and Site B DEMs 
Site NN LI 2DCC 

Site A 0.045454085 0.039003228 0.048366951 

Site B 0.067141218 0.064736672 0.092858247 

 

As seen in Table 8 above, for Site A, the linear interpolation 

gridding method produced the lowest RMSE value. This is also 

true for Site B, although the RMSE for linear interpolation in 

Site B is almost twice that of Site A. On the other hand, the 

highest RMSE value is for Site B, using the Cubic Convolution 

gridding method. These differences in values are possibly due to 

the distribution of the established control points.  

 

Figures 8 and 9 show the distribution of RMSE of the generated 

DEMs for Site A and B using the three gridding methods.  
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(a) 

 
(b) 

 
(c) 

Figure 8. RMSE of the generated DEMs for Site A using (a) 

Nearest Neighbor; (b) Linear Interpolation; and (c) Cubic 

Convolution 

 

 
(a) 

 
(b) 

 
(c) 

Figure 9.  RMSE of the generated DEMs for Site B using (a) 

Nearest Neighbor; (b) Linear Interpolation; and (c) Cubic 

Convolution 

 

 

4. CONCLUSIONS AND RECOMMENDATIONS 

4.1 Conclusions 

The utilization of the Python Photogrammetry Toolbox (PPT) in 

terrestrial close-range photogrammetry presents an alternative to 

other costly methods for DEM generation. The PLY file outputs 

derived from PPT can be utilized to generate an accurate DEM 

with RMSE as low as 0.039 meters using linear interpolation as 

gridding method. The PLY files can also be used to create an 

interpolated DEM for red, green and blue values which can be 

merged to create an image as substitute to photo mosaics. 

 

The DEMs produced could be used in various applications such 

as volume computation and surface representation. This 

technology could be the answer to the time-consuming process 

of obtaining high-accuracy terrain information. Accuracy at a 

single point can be up to centimeter level and is sufficient in the 

case of open pit excavations. The relative accuracy of 3D points 

derived from terrestrial photogrammetry is better than those 

derived from terrestrial measurements because of the higher 

number of points generated, which is able to represent the 

terrain well. 

 

4.2 Recommendations 

In pre-processing of images, manually increasing the contrast 

prior to PPT processing may be explored, which could further 

improve the accuracy of generated results. The use of faster 

feature extractors such as SURF and SIFT-GPU is also 

recommended. Manipulation of the default CMVS processing 

parameters can also supposedly significantly speed up the 

computation (Furukawa and Ponce, 2010). Addition of other 

function to the extended PPT, such as for area and volume 

computations, or further raster development processes using 
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GDAL (Geospatial Data Abstraction Library) are some of the 

possible modifications that could be implemented. Also, to 

further assess the efficiency of the extended PPT, comparison of 

results obtained from processing the images using the 

commercial software such as Pix4D or Agisoft Photoscan with 

that of the PPT is recommended for future work. 
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