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ABSTRACT:

With the development of deep learning, remote sensing image scene classification technology has been greatly improved. However,
current deep networks used for scene classification usually introduce ingenious extra modules to fit the characteristics of remote
sensing images. It causes a high labor cost and brings more parameters, which makes the network more complicated and poses new
intractable problems. In this paper, we rethink this popular “add module” pattern and propose a more lightweight model, called
ProbDenseNet (PDN). PDN is obtained via a random search strategy in Neural Architecture Search (NAS) which is an automated
network design manner. In our method, all topological connections are assigned importance degrees which subject to a uniform
distribution. And we set a regulator to adjust the sparsity of the network. By this way, the design procedure is more automated
and the network structure becomes more lightweight. Experimental results on AID benchmark demonstrate that the proposed PDN
model can achieve competitive performance even with much fewer parameters. And we also find that excessive connections do not
always improve the network’s performance while they can drag down the network’s behavior as well. Furthermore, we conduct
experiments on Vaihingen dataset with classical Fully Convolutional Network (FCN) framework. Quantitative and qualitative
results both indicate that the features learned by PDN can also transfer in semantic segmentation task.

1. INTRODUCTION

Remote sensing image scene classification is a fundamental work
not only in Computer Vision but also in Earth Vision (Cheng,
Han, 2016, Xia et al., 2018). The purpose of remote sensing
image scene classification is to efficiently and automatically
identify the semantic category label through some algorithms.
It has a significant impact on Land Use and Land Cover (LULC)
determination (Zhang et al., 2013, Zhu et al., 2016), vegeta-
tion mapping (Li, Shao, 2013, Mishra, Crews, 2014), urban
planning and so on. While it also offers a foundation for se-
mantic segmentation (Kampffmeyer et al., 2016), object detec-
tion (Wang et al., 2019a, Fu et al., 2020, Feng et al., 2019),
Fine Grained Visual Classification (FGVC) (Fu et al., 2019)
and other extension tasks. Due to the rapidly increasing quant-
ity of remote sensing images, highly complex geometric struc-
tures and quite large scale images (Zhao et al., 2016), how to
improve a model’s performance and increase its automation of
design procedure are still tricky problems.

Before the booming of deep learning, low-level feature based
methods (Penatti et al., 2015) and middle-level feature based
methods (Zhong et al., 2015, Zhao et al., 2015) are the major
avenues to deal with the remote sensing image scene classific-
ation task. Since 2012, deep learning methods or high-level
feature based methods represented by AlexNet (Krizhevsky et
al., 2012) have shown extraordinary talents in lots of visual
tasks including remote sensing image scene classification (Zhu
et al., 2017). Among numerous deep learning methods, Convo-
lutional Neural Networks (CNNs) are widely used. They have a
strong interpretability in neurological theory and these architec-
∗ Corresponding author

(a) Orientation is quite different.

(b) Scale changes tremendously.

Figure 1. Some challenges in remote sensing scenes. (a) The
direction of a baseball field can be downward or upward. (b) A
bridge can be as small as several thousand pixels and even as

large as millions of pixels.

tures are pretty adept at various image processing tasks. There-
fore, the amazing results immediately roused a huge upsurge of
study in them.
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However, remote sensing images are extremely different from
natural scene images. Under the influence of solar elevation
angles, flying altitude, etc., the appearance of remote sensing
image scenes may vary significantly. Figure 1 illustrates some
challenges in remote sensing images. Therefore, it brings great
difficulties in designing a network which aims at solving the
problem of remote sensing image scene classification. Current
deep learning methods usually leverage some ingenious extra
structures to enhance the original CNNs’ capability of feature
expression and feature extraction, such as MIDCCNN (Bi et
al., 2019) and ResNet-TP (Zhou et al., 2018). This is more like
an “add module” pattern. The design process of these ingeni-
ous modules usually needs strong expert knowledge and expert
experience in remote sensing. Even so, a series of trial and er-
ror is also inevitable and it is still an extremely laborious task.
Meanwhile, the quantity of parameters also increases necessar-
ily. Complex network structure and high GPU memory usage
will pose new intractable problems as well.

Recently, a novel design paradigm of neural networks known
as Neural Architecture Search (NAS) (Zoph, Le, 2016, Zoph
et al., 2018) or AutoML (Quanming et al., 2018, Xie et al.,
2019) theory has attracted much attention. This method can
simplify the process of designing new network architectures. In
remote sensing field, it also has a wide utilization (Chen et al.,
2019, Bui et al., 2018). In this paper, enlightened by this auto-
mated manner, we rethink the effect of the popular “add mod-
ule” pattern and focus on an automated and lightweight network
design procedure in remote sensing image scene classification
task. We deem that this “add module” pattern, as mentioned
above, is just a remedy to neutralize the negative effects of re-
dundant connections in some extent. Excessive connections can
degrade the networks’ performance, just like opposite resultant
force component. Utilizing reasonable measures to properly
eliminate useless branches probably obtains a very good effect
as well. Consequently, we propose a simple but effective ran-
dom strategy to search a compact neural network model, Prob-
DenseNet (PDN) based on DenseNet (Huang et al., 2017). This
approach is to live up to the full potential of key parts. It is much
more like a “sub module” pattern. The topological connection
relations can be cut off automatically to search key parts from
the perspective of machine itself. It can lower the threshold
for network architecture design. Our main works can be briefly
summarized as follows:

1. A novel “sub module” pattern is proposed through a simple
and effective random search strategy to prune excessive
connections automatically. And this evaluation process
which determines the importance of connection relation-
ships is all standing on the perspective of machine itself.

2. Considering the flexibility of this method, we set a reg-
ulator to adjust the sparsity of the network conveniently.
It can be more flexible to fit various application environ-
ments under the control of regulator.

3. The proposed PDN model achieves the highest classifica-
tion metrics with minimum parameters both on 20% and
50% AID dataset (Xia et al., 2017). And we also find
that excessive connections do not always improve the net-
work’s performance while they can drag down the net-
work’s behavior as well.

4. We further test PDN’s performance in semantic segmenta-
tion task with classical Fully Convolutional Network (FCN)
(Long et al., 2015) framework on Vaihingen dataset1. Com-

1 http://www2.isprs.org/commissions/comm3/wg4/

2d-sem-label-vaihingen.html

parative results indicate that the features learned by PDN
model can also transfer in different visual tasks.

2. RELATED WORK

2.1 CNNs for Remote Sensing Image Scene Classification

Since AlexNet (Krizhevsky et al., 2012) won the ImageNet
Large Scale Visual Recognition Challenge (ILSVRC) (Deng et
al., 2009) championship in a landslide, Convolutional Neural
Networks (CNNs) have become the most popular method in a
variety of visual tasks, such as scene classification, semantic
segmentation and object detection. In order to enhance the ori-
ginal CNNs’ feature extraction capability, some ingenious ex-
tra modules are designed to attach to existing popular networks
when processing remote sensing images. (Zhou et al., 2018)
propose an elaborate two-pathways module on the basis of Res-
Net (He et al., 2016) to aggregate both local details and regional
context of remote sensing images. Different from most struc-
tures in scene classification, dilation convolution (Yu, Koltun,
2015) is greatly used in this model. MIDCCNN (Bi et al., 2019)
adds an attention-based multiple instance pooling structure on
original DenseNet (Huang et al., 2017) to highlight the local
semantics in remote sensing scenes. Furthermore, (Wang et al.,
2019b) introduce a sibling network for feature embedding of
remote sensing images to boost the classification performance.
These ingenious extra modules bring a large number of para-
meters and make networks more complicated. These methods
do not realize the full potential of original CNNs. Moreover,
the reliance on strong expert knowledge in remote sensing and
this laborious design procedure also limit the wide application
of these methods.

2.2 Neural Architecture Search

Current Neural Architecture Search (NAS) framework com-
monly employs Reinforcement Learning (RL) algorithm to
search network architectures. In these methods, RL is regarded
as an optimization strategy. Neural networks are defined as a
digital sequence which is generated by a controller, generally a
Long Short Term Memory (LSTM) (Hochreiter, Schmidhuber,
1997). Next, the network derived by this sequence is trained in
order to return an accuracy on validation set. Then, this accur-
acy serves as a reward to update the controller through Policy
Gradient (PG) (Sutton et al., 2000). When the search process is
complete, the derived model’s weights learned in search stage
will be discarded and they will be trained from scratch. As re-
garding to the automated design paradigm of CNNs for remote
sensing images, there are also some applications. For instance,
(Chen et al., 2019) firstly apply NAS framework to Hyperspec-
tral Image (HSI) classification and propose 1-D Auto-CNN and
3-D Auto-CNN as HSI classifiers. Both of these models ob-
tain state-of-the-art performance on four public hyperspectral
datasets. Although the success of NAS inspires lots of valu-
able works, extremely expensive computational cost (28 days
with 800 GPUs) (Zoph et al., 2018) still makes most research-
ers daunted.

In this paper, we do not leverage the popular “add module” pat-
tern to design a neural network; on the contrary, we discard
some topological structures since the redundancy and we fully
exploit the potential of the network. By means of NAS frame-
work, the design procedure can become more automated. Topo-
logical connection relations are determined by machine itself,
rather than manual work. And our random search strategy is
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Figure 2. The whole pipeline of the proposed PDN model and the diagram of regulator. SC means Stem Convolution and TL means
Transition Layer. Here, we omit some architectures of PDN just for convenience. In PDN model, the sparsity of Search Blocks is
adjusted through a regulator. The value of regulator R is closer to 0.0, Search Blocks are more complex. On the contrary, Search

Blocks are sparser when R is closer to 1.0. All Search Blocks are controlled by this regulator while Stem Convolution and Transition
Layers stay the same. Besides, Linear Layer is consistent with the number of categories. Best view in color.

also simple and effective. In our method, the design threshold is
reduced greatly while the generated model becomes more light-
weight as well.

3. METHODOLOGY

In this section, we introduce a simple and automated design pro-
cedure to prune excessive branches. Not only are parameters re-
duced, but also the dependence on expert knowledge in remote
sensing is decreased. First, the structure of original DenseNet
is reviewed briefly in section 3.1. Then the pruning process is
explained detailedly in section 3.2.

3.1 A Review of DenseNet

Original DenseNet (Huang et al., 2017) consists of 1 Stem Con-
volution, 4 Dense Blocks, 3 Transition Layers and 1 Classifica-
tion Layer. Numerous parameters are attached to Dense Blocks
which consist of a series of 1×1 convolution and 3×3 convolu-
tion. The forward propagation process in a Dense Block can be
computed through Equation 1:

xn = Fn([x0, x1, · · · , xn−1]) (1)

where, xn is the n-th layer’s feature map. Fn indicates a map-
ping of this layer. [x0, x1, · · · , xn−1] denotes a concatenation
operation which can merge previous layers’ feature map. Al-
though this combination may be beneficial to feature fusion, it
also brings the growth of parameters. And we find that this
growth may reduce the performance of the network through ex-
periments. Hence, we need to cut off some unimportant con-
nections to compress the network. The process of how to prune
the network will be explained in the next subsection.

3.2 The Pruning Process

The macro-architecture of PDN model is described in Figure
2. In PDN model, Dense Blocks are pruned through search
method. So we call it Search Blocks. Other configurations of
PDN are similar to original DenseNet121. A PDN model takes
as input a remote sensing image. PDN first processes the image
with a Stem Convolution. Next, Search Blocks extract semantic

information of this image and Transition Layers adjust the size
of feature maps in turn. Then, a prediction label is produced
through a Linear Layer. Finally, we use Cross Entropy (CE)
loss function to minimize the loss between predictions and the
ground truth labels.

In PDN model, the forward propagation of a Search Block can
be written by:

xn = Fn([1(x0),1(x1), · · · ,1(xn−1)]) (2)

where 1(•) is an indicator function which indicates whether
the feature map of a previous layer is merged or not. Different
from Dense Blocks in original DenseNet, we carefully select
which feature maps are concatenated, rather than merge all fea-
ture maps aimlessly. Therefore, the network complexity can
be reduced after properly discarding some unimportant feature
maps. Note that other types of layers remain unchanged, i.e.
Stem Convolution and Transition Layers, except Linear Layer
which will be changed according to the number of categories in
a dataset.

In order to reduce manual work and the dependence on expert
knowledge in remote sensing, we utilize a random search ap-
proach to prune automatically. We assign each layer’s feature
map an importance degree which can distinguish the role of dif-
ferent layers in a Search Block. With the flow of data, the closer
a layer is to the output in a Search Block, the more importance
degrees a layer owns. Therefore, these importance degrees form
an upper triangular matrix. For the sake of fairness and ran-
domness, we let these importance degrees subject to a uniform
distribution. It can be expressed as:

θ0,0 θ0,1 · · · θ0,n−1

0 θ1,1 · · · θ1,n−1

...
. . .

... θ2,n−1

0 · · · 0 θn−1,n−1

 ∼ uniform(0, 1) (3)

where θ represents the importance degree attached to a certain
layer in a Search Block.

Then we set a regulator to determine which connections are cut
off. The diagram for adjusting the sparsity of PDN is illustrated
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Network Method OA(%), 20% OA(%), 50% Params(MB) Speed(ms)
GIST (Xia et al., 2017) Low 30.61±0.63 35.07±0.41 - -

BoVW (CH) (Xia et al., 2017) Mid 48.60±0.41 55.74±0.48 - -
VLAD (LBP) (Xia et al., 2017) Mid 59.44±0.43 69.42±0.85 - -
IFK (SIFT) (Xia et al., 2017) Mid 70.60±0.42 77.33±0.37 - -

AlexNet (Xia et al., 2017) High 86.86±0.47 89.53±0.31 57.13 3.70
VGGNet (Xia et al., 2017) High 86.59±0.29 89.64±0.36 134.38 38.47

GoogLeNet (Xia et al., 2017) High 83.44±0.40 86.39±0.55 10.02 18.91
DCCNN (Bi et al., 2019) High - 91.49±0.22 5.35 65.43

MIDCCNN (Bi et al., 2019) High - 92.53±0.18 7.48 117.22
PDN (0.3) NAS 89.82±0.25 94.43±0.26 4.90 4.95

Table 1. Comparison results of the proposed ProbDenseNet (0.3) on 20% and 50% AID respectively.
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(b) Search Block 4

Figure 3. Visualization results of Search Block 3 and Search Block 4 in PDN moel. Cyan, salmon and chartreuse represent input node,
middle node and output node respectively. The closer a node is to the output node, the more connections a node may own. Topological

connections are all determined by machine itself.

in Figure 2. When the importance degree is greater than the
value of regulator R, the branch it attaches to will be kept. On
the contrary, the branch will be cut off. The function of this
regulator is more like a High Pass Filter (HPF). So the smaller
R is, the heavier the network will be, and vice versa. Under the
effect of R, the network pruning process can become more flex-
ible to fit various application environments. When R is decided,
the network architecture is also fixed.

4. EXPERIMENTAL RESULTS AND ANALYSIS

In this section, we describe the steps of experiments and ana-
lyze corresponding results to confirm the effectiveness of PDN
model. First, we separately perform experiments on 20% and
50% AID dataset (Xia et al., 2017) to verify its capability of
feature extraction in section 4.1. And, in section 4.2, we con-
duct experiments in semantic segmentation task with classical
Fully Convolutional Network (FCN) (Long et al., 2015) frame-
work on Vaihingen dataset to show that the features learned by
PDN can also transfer.

4.1 Results on Scene Classification

4.1.1 AID Dataset We confirm the validity of the proposed
PDN model on AID which is widely used in remote sensing
image scene classification task. Higher intraclass variations,
smaller interclass dissimilarity and relative large scale make
AID very challenging. There are 10,000 remote sensing im-
ages dispersed in 30 categories. The number of images in each
category varies from 220 to 420. Samples of each category are
unbalanced. The size of each image is 600×600 and the spatial
resolution changes from 8m to 0.5m. According to the official
statement on this benchmark, the ratio of training set is fixed to
be 20% and 50%, and the left as testing samples.

4.1.2 Implementation Details To accelerate convergence,
we utilize transfer learning strategy which initializes PDN
model by loading the pretrained weights on ILSVRC (Deng
et al., 2009). For optimization strategy, we adopt momentum
Stochastic Gradient Descent (SGD) (Qian, 1999) with a cosine
schedule where the learning rate anneals down from 0.05 to
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(a) Overall accuracy (OA) on 20% AID

(b) Overall accuracy (OA) on 50% AID

Figure 4. Confusion matrices of the best results achieved by
PDN model on 20% and 50% AID respectively. Note that red
represents better classification performance while blue means

worse. Best view in color.

10−6. Meanwhile, considering the over-fitting problem, weight
decay and dropout rate is set to be 5 × 10−3 and 0.2. Besides,
the number of iterations is 120 and 150 on 50% AID and 20%
AID respectively. To realize an objective and comprehensive
evaluation, we compare various methods by computing Over-
all Accuracy (OA), the number of parameters and the inference
speed respectively which are widely used in image classifica-
tion task.

4.1.3 Comparison with Baselines The results of compar-
ison experiments are listed in Table 1. Here, we compare some
famous low-level, middle-level and high-level feature based
methods. And the value of regulator R is set to be 0.3. Figure 3
shows two topology diagrams in PDN model: Search Block 3
and Search Block 4.

From these comparison results, we can see that our proposed
PDN model obtained by automatically random “sub module”
pattern method achieves the highest OA with minimum para-

Figure 5. The classification performance of different regulator
settings on 20% and 50% AID dataset. The number of

parameters is marked below the blue curve.

meters both on 20% and 50% AID dataset. It is superior
to all baseline models, especially for high-level feature based
methods, such as VGGNet (Simonyan, Zisserman, 2014) and
GoogLeNet (Szegedy et al., 2015). And the performance of in-
ference speed is also not inferior. In addition, it is better than
the “add module” pattern model MIDCCNN (Bi et al., 2019) in
all aspects. While the convergence speed is accelerated as well;
for instance, 300 epochs are required in training DCCNN (Bi
et al., 2019) and MIDCCNN (Bi et al., 2019), but merely 120
epochs are needed in training PDN model on 50% AID. More
importantly, it should be emphasized that the design process of
PDN model does not involve plenty of expert knowledge and
artificial factors. It is just an automated procedure and makes
full use of the potential of key parts.

Besides giving these performance metrics as mentioned previ-
ously, we also compute corresponding confusion matrices on
the best results of PDN model, which are shown in Figure 4.
These two confusion matrices are obtained on 20% and 50%
AID separately. It can be seen that remote sensing scene types
can be distinguished easily on 50% AID. And the accuracies of
most categories are up to 0.9. Particularly, two scenes, namely
beach and parking, reach 1.0. These two kinds of scenes are all
correctly classified. As for the confusion matrix on 20% AID,
the performance of PDN is not as outstanding as that on 50%
AID due to lack of training samples. The accuracy of 6 scenes,
i.e. bridge, center, industrial, park, resort and school, is less
than 0.8. However, for most scenes, the classification results
are yet acceptable. Most values of this confusion matrix are
concentrated on the principal diagonal. And the accuracy of the
rest 24 categories are all higher than 0.9. In general, it is also
a very competitive behavior in the case of quite few training
samples.

4.1.4 The Analysis of Different Regulator Settings Fig-
ure 5 illustrates the impact of different regulator settings on
classification performance. We set the value of regulator in an
interval from 0.1 to 0.9. Then, we record the accuracy and the
number of parameters every a fixed interval of 0.1. It can be ob-
served that accuracy is not proportional to parameters both on
20% and 50% AID. More parameters do not mean better per-
formance, even having an opposite effect. For instance, para-
meters at R = 0.2 is more than that at R = 0.3, but the accuracy
at R = 0.2 is worse than R = 0.3. Meanwhile, we also find that
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Network Imp. surf. Build. Low veg. Tree Car mean F1 mIoU OA
FCN32 (Long et al., 2015) 87.54 91.83 75.56 84.74 49.45 77.83 65.97 85.02

FCN32-PDN (0.3) 88.83 94.02 77.55 86.41 64.86 82.33 71.20 86.88
FCN16 (Long et al., 2015) 87.44 91.53 77.28 86.40 70.16 82.56 71.02 85.88

FCN16-PDN (0.3) 89.78 93.86 78.52 85.44 76.42 84.80 74.19 86.91
FCN8 (Long et al., 2015) 85.75 89.80 75.86 86.71 78.52 83.33 71.77 84.91

FCN8-PDN (0.3) 88.58 92.69 78.44 88.07 81.25 85.81 75.50 87.28

Table 2. Quantitative results on Vaihingen by using FCN framework with different upsampling strides.

Image GT FCN32 FCN32-PDN FCN16 FCN16-PDN FCN8 FCN8-PDN

Figure 6. Visualization results on Vaihingen dataset. The first and second columns separately present raw images and their
corresponding ground truth labels. The remaining columns show the comparison results with the original FCNs according to the

upsampling strides of 32, 16 and 8. Best view in color.

the accuracy metric varies little when R ≤ 0.6. The perform-
ance of each other is very close. But if R > 0.6, the accuracy
drops sharply. And it is notable that R = 0.3 for the proposed
PDN model is the best trade off between accuracy and the num-
ber of parameters.

4.2 Vaihingen Semantic Segmentation

4.2.1 Vaihingen Dataset Vaihingen dataset contains 33
large scale images with an average size of 2494×2064 pixels.
These images are collected over a 1.38 km2 area of Vaihin-
gen, a city in Germany. The spatial resolution is 9 cm. And
each image has three different bands: corresponding to near in-
frared, red and green wavelengths. Among all these 33 images,
only 16 of them are provided with pixel-wise ground truth la-
bels which include impervious surfaces, buildings, low vegeta-
tion, trees, cars and clutter/background. Following the previous
works (Volpi, Tuia, 2016, Maggiori et al., 2017, Marcos et al.,
2018), 11 images are selected for training and the rest 5 images
(namely 11, 15, 28, 30, 34) are used for testing.

4.2.2 Implementation Details As (Zoph et al., 2018) did to
show the transfer capability of the proposed model, we plug
the PDN (0.3) into the classical FCN framework to conduct
semantic segmentation experiments and compare the original
FCN in accordance with their upsampling strides, i.e. 32, 16,
8. Regarding the experimental settings, we adopt SGD optim-
izer with a batch size of 6. And to smooth the gradients, we
set the value of momentum to be 0.9. While considering the
over-fitting problem, weight decay is also utilized and set to
be 10−3. We crop the size of input samples to 513×513 and
train all models for 200 epochs. During the training stage, the
learning rate which is initialized to 0.01 decays as a poly sched-
uler with the power of 0.9. The evaluation follows three widely
accepted protocol of mean F1 score, mean Inter-section over
Union (mIoU) and Overall Accuracy (OA).

4.2.3 Comparison Results Table 2 shows quantitative res-
ults on Vaihingen dataset. We can observe that FCNs with PDN
(0.3) as the backbone surpass all three original FCNs in terms of
these three metrics we adopt. Specifically, there is a significant
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improvement on small size objects, such as cars. The F1 score
of car category tested on the original FCN32 is merely 49.45.
But on FCN32-PDN (0.3), this metric can achieve 64.86, about
a 31.16% increments. And the performance of FCNs which are
combined with PDN (0.3) is also improved, when upsampling
strides are 16 and 8. During experiments, we found that it is
easy to be over-fitting for the original FCNs. Nevertheless, the
performance of FCN-PDNs on test set is quite equal to that on
training set. This also indicates that the proposed PDN is a
very robust model. Figure 6 presents some visualization res-
ults on Vaihingen dataset. It can be seen that the boundary
information and detail information are more obvious in FCN-
PDNs. Hence, we can conclude that the proposed PDN model
can provide superior and generic remote sensing imagery fea-
tures. And these features extracted in remote sensing image
scene classification can also transfer in semantic segmentation
task. That is a powerful demonstration of feature transfer cap-
ability of the proposed PDN model.

5. CONCLUSION

In this paper, we have rethought the popular network design
process of “add module” pattern in remote sensing image scene
classification task. This pattern does not exploit the full po-
tential of the network in some extent. An extra module may
not improve the network’s performance. Instead, this brings
more parameters and makes the network more complicated,
which poses new intractable problems in the training stage.
Meanwhile, the design procedure is laborious and heavily re-
lies on strong expert knowledge. Therefore, we propose a “sub
module” pattern to design a neural network, ProbDenseNet
(PDN) on the basis of recently presented NAS manner. In our
method, the generation process can be executed according to
the assigned importance degrees via a simple but effective ran-
dom search strategy. It is an automated procedure, rather than
manual work. The threshold for network architecture design is
lowered as much as possible and the generated model can be-
come more lightweight. Experiments on AID dataset show that
the PDN model can get better classification performance even
with quite few parameters. It strongly verifies the feature ex-
traction capability of PDN. And we found that the number of
parameters is not proportional to model’s performance. It sug-
gests that excessive connections do not always improve the net-
work’s performance while they can drag down the network’s
behavior as well. Besides, the results on Vaihingen dataset
demonstrate PDN’s high feature transfer capability in semantic
segmentation task. FCNs with PDN (0.3) as the backbone sur-
pass all baseline models in terms of mean F1 score, mIoU, and
OA metrics. As for future works, we will try to apply the PDN
model on larger and more complex datasets, such as multispec-
tral remote sensing images, and more visual tasks to evaluate it
deeply.
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