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ABSTRACT:

Three-dimensional point clouds are becoming popular representations for digital archives of cultural heritage sites. The Borobudur
Temple, located in Central Java, Indonesia, was built in the 8th century. Borobudur is considered one of the greatest Buddhist
monuments in the world and was listed as a UNESCO World Heritage site. We are developing a virtual reality system as a digital
archive of the Borobudur Temple. This research is a collaboration between Ritsumeikan University, Japan, the Indonesian Institute
of Sciences (LIPI), and the Borobudur Conservation Office, Indonesia. In our VR system, the following three data sources are
integrated to form a 3D point cloud: (1) a 3D point cloud of the overall shape of the temple acquired by photogrammetry using a
camera carried by a UAV, (2) a 3D point cloud obtained from precise photogrammetric measurements of selected parts of the temple
building, and (3) 3D data of the hidden relief panels recovered from the archived 2D monocular photos using deep learning. Our
VR system supports both the first-person view and the bird’s eye view. The first-person view allows immersive observation and
appreciation of the cultural heritage. The bird’s eye view is useful for understanding the whole picture. A user can easily switch
between the two views by using a user-friendly VR user interface constructed by a 3D game engine.

1. INTRODUCTION

Three-dimensional (3D) point clouds are popular representa-
tions for digital archives of cultural heritage sites and objects.
A point cloud is represented as a set of points having coordin-
ate values and color values for an object based on laser scanning
or photogrammetry. The Borobudur Temple, located in Central
Java, Indonesia, was built in the 8th century. Borobudur is con-
sidered one of the greatest Buddhist monuments in the world
and was listed as a UNESCO World Heritage site (see Figures
1 and 2). The temple has the world’s largest and most complete
collections of Buddhist reliefs (John Miksic, 2012). However,
some of the reliefs were covered by stone walls and were hidden
following the reinforcements during the Dutch rule. For the hid-
den parts, a 3D reconstruction method based on deep learning
is applied to reconstruct the invisible parts into point cloud data
from old monocular photos taken by Kassian Cephas in 1890
(Pan et al., 2020). The point clouds used in this study were cre-
ated from multiple data sources using different methods. This
research is an international collaborative project of Ritsumeikan
University, Japan, Indonesian Institute of Sciences (LIPI), and
Borobudur Conservation Office, Indonesia. In this paper, we
present a virtual reality (VR) system as a digital archive of the
Borobudur Temple. VR is suitable for viewing and studying
archived cultural heritage sites and objects. In Section 2, we in-
troduce some examples of digital preservation of cultural prop-
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erties using VR.

Figure 1. Borobudur Temple in Indonesia (photograph).
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Figure 2. A photograph of our selected part of the Borobudur
Temple (the area around the Karmavibhangga relief at the

ground level).

2. RELATED WORK

A digital archive is a method of digitizing and preserving mater-
ials and cultural heritage. For example, by digitizing valuable
historical and cultural heritages that are deteriorating or dam-
aged and generating high-precision reproductions, it is possible
to protect valuable cultural heritages from loss, destruction, and
deterioration and to pass them on to future generations in their
original form. In addition, by sharing digitized cultural prop-
erties through networks, it is possible to access them without
being restricted by location.
Currently, such digital archives are used not only to digitize
two-dimensional materials such as documents and paintings but
also to digitize and preserve tangible cultural properties such as
archeological sites and 3D objects, as well as intangible cultural
properties formed by sound, acoustics, and human body move-
ments. Recently, the methods using VR and AR have become
popular as digital archiving methods of cultural properties. Di-
gital archiving of cultural assets using VR and AR can enhance
how culture is experienced. The benefit is in terms of both the
number of people who can have access to knowledge and the
quality of the knowledge diffusion. The effectiveness of VR for
virtually experiencing cultural heritage sites has been proven in
many studies.
Gonzalez Vargas et al. surveyed the latest trends in AR, VR,
and MR systems from the perspective of cultural heritage pre-
servation (Gonzalez Vargas et al., 2020). They showed that VR
technology is most suitable for virtual museums, which is the
goal of our study. For example, Ch’ng et al. showed agreement
in virtual reality as environments for learning and experiencing
cultural heritage (Ch’ng et al., 2020). In another study, Paladini
et al. developed a virtual museum for the Bagan archeological
sites in Myanmar to deepen the understanding of cultural herit-
age values. In the virtual museum, the users are able to increase
their interest in the temples and awareness of the importance
of their preservation through VR experiences of real temples
(Paladini et al., 2019).
When constructing a VR system for cultural heritage, how to
create 3D models of cultural properties, especially 3D models
of large-scale complex objects, is a problem that needs to be
considered according to the available resources and the charac-
teristics of different target objects. For example, 3D models of
the floats in the Virtual Yamahoko Parade were created based

on CAD data of the floats (Li et al., 2014).
Tallon made laser scanning of the entire structure of the Notre
Dame Cathedral (Tallon, 2014). The high-precision point
clouds of the cathedral are not only important for preserving
the iconic piece of Gothic architecture in France but can also
help professionals rebuild the cathedral after the tragic fire in
2019.
Photogrammetry is another popular technology to capture the
3D point clouds of cultural heritages. With the develop-
ment of computer vision algorithms and software tools, photo-
grammetry can achieve good accuracy with simple equipment
(Aicardi et al., 2018). Alshawabkeh et al. adopted a hybrid ap-
proach combining photogrammetry and laser scanning for 3D
documentation of the Qasr Al-Abidit palace in Jordan (Alshaw-
abkeh et al., 2020). In our study, we adopt photogrammetry for
3D scanning of the surficial structure of the Borobudur Temple
and integrate materials from multiple data sources to create 3D
point clouds for the VR system.

3. ACQUISITION AND CREATION OF THE
ARCHIVED POINT CLOUD DATA

We are working on a digital archive of the Borobudur Temple.
Each part of the temple is measured and recorded using a
method appropriate for the section. Therefore, the archived
datasets are not uniform and have different forms. However, by
converting each dataset into point cloud data, we can integrate
them to create a large integrated point-based dataset.

3.1 Overall scanning of the whole temple building

3D measurement is becoming an increasingly popular method
for obtaining point cloud data of buildings. The main meth-
ods for 3D measurement of buildings are laser measurement
and photogrammetric measurement. In this study, the SfM-
MVS method, which is one of the photogrammetric measure-
ment methods, was used to generate point cloud data of the en-
tire temple. In the SfM-MVS method, photogrammetric data
taken with a digital camera is imported into Agisoft Metashape,
a multiview stereo photogrammetry software, and 3D data are
generated by merging multiple photogrammetric data.
UAV (unmanned aerial vehicles) can be used to acquire photo-
grammetric data of areas that are difficult to photograph, such
as roofs. It is possible to capture a complete image by combin-
ing data taken by a UAV.
By using 60 shots of the entire temple taken by a UAV and a di-
gital camera (DJI FC300S) with a resolution of 4,000× 3,000
pixels, 3D data of the entire temple are generated using the pho-
togrammetric method.

When the photogrammetric data are acquired, it should be as-
sumed that the data will be converted into 3D data. The photo-
grammetric measurement method requires overlapping images
to be combined.
Therefore, by being conscious of taking a series of photos, ac-
curate 3D data can be generated. The equipment required for
the photogrammetric measurement method is basically only a
digital camera, and compared to laser measurement, it requires
no extensive preparation and has the advantage of being inex-
pensive.

3.2 Detailed scanning of a focused area

Point clouds of the details of select parts of the temple were also
created using photogrammetry from multiple photos taken with
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Figure 3. Example of the camera positions for reconstructing the
whole temmple building by means of photogrammetry.

a high-resolution digital camera. Details of a focused area can
be captured using close-range digital photogrammetry. In our
work, RICOH GR III with a resolution of 6,000× 4,000 pixels
was used for image collection. A monopod was used to help
support the camera (Figure 4). Figure 5 shows an example of
the camera positions for reconstructing the detailed point cloud
of a focused area.

Figure 4. A snapshot photo showing our 3D measurement
activity.

3.3 3D recovery of hidden reliefs from 2D photo images

The Borobudur Temple features a collection of the world’s
largest Buddhist reliefs. However, some temple reliefs are hid-
den behind stone walls and are not currently visible. The only
remaining visual data about the 160 panels of the hidden relief
are grayscale monocular photographs (Figure 6) taken in 1890.
Pan et al. proposed a deep learning-based method to recon-
struct the 3D point cloud of the hidden reliefs from grayscale
monocular photographs (Pan et al., 2020).
The idea of 3D reconstruction was based on a depth estim-
ation neural network. The network was first trained with a
set of monocular photographs and their corresponding depth
maps. The training data were generated from the photogram-
metric point clouds of the visible reliefs. Then, it was possible
to efficiently estimate its corresponding depth map using the
trained neural network for an input monocular photograph with
unknown depth information. The 3D point clouds were gener-
ated from the estimated depth maps and were imported into our
VR system.

Figure 5. Example of the camera positions for acquiring the
detailed point cloud of a focused area by means of

photogrammetry.

Figure 6. An example of the 2D monocular photos taken in
1890s that record the reliefs currently coverd by the stone walls

and made invisible.

4. 3D VIEWING WITH A POINT-BASED VR SYSTEM

In our work, we used a 3D game engine that enabled us to de-
velop the required VR functions. Recent game engines support
point rendering in addition to conventional polygon rendering,
as well as the combination of point and polygon renderings.
The limitation of the point rendering by the 3D game engine
is that we need to reduce the data size by thinning the original
points, which is crucial to realize real-time rendering. In addi-
tion, uniform thinning is required to guarantee good rendering
quality.

4.1 VR platform

A game engine is a software library or an integrated devel-
opment environment developed for creating computer games.
Originally, game engines were designed for computer graph-
ics (CG) using polygons. Recently, however, point graphics
using point clouds as input data have become possible, allow-
ing the use of 3D point clouds. The game engine uses the
most advanced computer graphics technology and is equipped
with tools for advanced rendering, animation, and collision
detection. In addition, there are many functions for creating
VR spaces and user interface functions to control VR spaces.
Therefore, beyond the original purpose of game production, it
is widely used for video production, scientific and technolo-
gical visualization, and VR development for tourism, architec-
ture, and medicine.
We aim to apply the VR space constructed by the game engine
to the digital archiving of cultural properties. There are several
game engines that are currently available. We imported, integ-
rated, and rendered the point clouds using Unity (developed and
provided by Unity Technologies, Inc.), which has the largest
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Figure 8. First-person view of the Borobudur Temple viewed in our VR system.

market. Unity is also an excellent VR development environ-
ment and enabled us to easily develop VR content compatible
with many VR devices.
Three types of point clouds introduced in Section 2 were integ-
rated and incorporated into our VR system. To load point cloud
data, we converted the point clouds into PLY format and im-
ported them into Unity using an asset called Pcx (Pcx - Point
Cloud Importer/Renderer for Unity, n.d.).
A low frame rate can cause motion sickness in a VR space.
However, the integrated point cloud of the original data contains
more than 100 million points. Rendering such a large-scale
point cloud in VR space may significantly reduce the frame rate.
Therefore, we downsample the three original point clouds us-
ing the data-thinning method based on Poisson disc sampling
(PDS) (Bridson, 2007). PDS is an algorithm that generates a
uniform point cloud by downsampling the point cloud with a
predefined point distance. In this study, we reduced the number
of points in each point cloud to 4 million using PDS. By this
data reduction, we realized a rendering speed of 30 fps in our
VR system. In addition, the point size was enlarged to avoid
possible visibility degradation after downsampling.

4.2 Bird’s-eye view and first-person view

There are two major types of viewpoints that can be set in the
VR space. One is the bird’s-eye view, and the other is the first-
person view. The bird’s-eye view is convenient to perceive the
whole scene.
We can also move and rotate the temple building by the mouse
operation and set the viewpoint to the user’s favorite angle.
The first-person view takes advantage of the VR features. This
viewpoint allows us to observe and appreciate the cultural site
with a sense of immersion. We implemented a function to
switch one viewpoint to another with a simple mouse operation
(see Figure 7).

Figure 7. Switching of the viewing styles using the Unity
function.

4.2.1 VR with first-person view A first-person view is the
viewpoint of the user who is operating the system. Fig. 8 shows
an example of the image viewed by the user from a subjective
viewpoint. The first-person view enables an immersive virtual
tour of Borobudur with mouse and keyboard controls.
From a subjective point of view, our VR system allows people
worldwide to virtually experience the World Heritage Site of
Borobudur without the restraints of time and space. What is
important in the virtual experience is a natural walkthrough. To
achieve this, it is important to determine the collision between
the camera and the ground or the camera and the temple build-
ing. To implement the collision detection function between a
camera and a point cloud, we use transparent polygon meshes
to represent the ground and the stairs of the temple. By integ-
rating these meshes into the point cloud, a natural walkthrough
is enabled in the VR environment.

4.2.2 VR with bird’s-eye view The bird’s-eye view is a
viewpoint that looks down at the whole temple from above. Fig-
ure 9 shows an example of the image viewed by the user from
the bird’s-eye view. The bird’s-eye view provides an overall
perspective of the entire temple as well as its surroundings from
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Figure 9. Bird’s eye view of the Borobudur Temple viewed in our VR system.

Figure 10. Point cloud of a hidden relief panel reconstructed
from a single monocular photo using our (pan et al., 2020) deep

learning-based depth estimation method.

various angles. The bird’s-eye view is advantageous for under-
standing the whole cultural property, which is useful for aca-
demic analysis and school education. The Borobudur Temple
is well known as a school excursion destination for elementary
and junior high school students in Indonesia. It can be used
to prepare for such school trips and to review after trips. We
have been working with local community centers and Indone-
sian archeologists to make our VR system available to the gen-
eral public. Our VR system can be used for lifelong learning
for the general public.

4.3 3D viewing of the recovered reliefs

These reliefs of the Borobudur Temple, which have great cul-
tural value, depict Indonesian customs and lifestyle at the time
of the Borobudur Temple’s construction. In addition to the zero-
level reliefs of the hidden foot that have been reconstructed into

3D using deep learning as described in Section 3.3, we are also
working on measuring and visualizing the visible relief panels
of the higher levels. The results will be incorporated into our
VR system. Figure 10 shows an example of the reconstructed
3D relief panel.

5. CONCLUSION AND DISCUSSION

This paper presented a virtual reality system as a digital archive
of the Borobudur Temple using a 3D point cloud. In our VR
system, we integrated a 3D point cloud of the overall shape of
the temple acquired by photogrammetry using a camera car-
ried by a UAV, a 3D point cloud obtained from precise photo-
grammetric measurements of selected parts of the temple build-
ing, and 3D data of the hidden relief panels recovered from
archived 2D monocular photos using deep learning. Our VR
system supports both the first-person view and the bird’s eye
view. The first-person view allows immersive observation and
appreciation of cultural heritage. The bird’s eye view is useful
for understanding the whole picture. In the next few years, we
plan to carry out detailed 3D measurements of all the levels of
the Borobudur Temple and reconstruct the high-definition VR
scene of the entire temple. Currently, we are working on meas-
uring the first level. See-through viewing (Tanaka et al., 2016,
Uchida et al., 2020) and other ingenious attempts to visualize
the entire Borobudur site (visible and invisible portions) are also
planned. Our system is developed based on Unity. Therefore,
it is easy to apply to various platforms and environments. For
example, various applications, such as web-based remote VR
systems and stereoscopic vision by holography, can be imple-
mented in the future.
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