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ABSTRACT: 

 

At the time of continuous development of all technologies, deep machine learning (more precisely, convolutional neural networks), 

which is one of the branches of artificial intelligence (AI), has found wide application in many fields, including photogrammetry and 

remote sensing. One of the areas where a lot of research is conducted using these methods is the recognition of objects in aerial and 

satellite imagery. Through the application of deep learning algorithms and neural networks, it is possible to automate labour-

intensive processes. However, while object detection in images using machine learning is popular for natural scenes and in recent 

years also for nadir aerial and satellite imagery, for aerial oblique imagery at the moment of this research there were relatively few 

publications on the subject. The challengeable task in object detection is the time-consuming generation of training datasets when 

access is limited or non-existent. This study proposed the methodology to automate this process with use of existing resources for 

transferring of references to new databases for training models for detect objects on aerial oblique images. The object detection was 

performed using the YOLOv3 neural network. Experiment results tested on two datasets have shown that the proposed method could 

realize the task of object detection in oblique aerial images. 
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1. INTRODUCTION 

Machine learning has been widely used in the field of 

photogrammetry and remote sensing in recent years, especially 

in the area related to image processing. The development of 

deep learning algorithms, including convolutional neural 

networks (CNNs), has resulted in a large amount of current 

research on automating certain time-consuming processes, 

including object detection in images. While object detection on 

natural scenes using machine learning is well developed mainly 

due to the large number of publicly available learning sets (e.g., 

ImageNet (Russakovsky et al., 2015), PASCAL VOC 2012 

(Everingham et al., 2015), MSCOCO (Lin et al., 2014)), for 

detection on aerial imagery the algorithms are still being 

improved. This is caused by the differences that exist between 

object detection in aerial images and the conventional object 

detection. The challenge is the variation in scale, orientation, 

and shape of objects on the Earth's surface, but also due to the 

dataset bias problem (Torralba, Efros, 2011), more specifically - 

the degree of generalizability across datasets is often low (Xia et 

al., 2018). 

 

Over the past 20 years, several different research groups has 

made its publicly available Earth observation image datasets for 

object detection. However, in the case of aerial images, the 

available datasets are not as abundant as mentioned ImageNet 

or MSCOCO, and the variety of object class categories is poor. 

One of the example datasets is the TAS set (Heitz, Koller, 2008) 

intended for the vehicle detection from visible images. 

SZTAKI-INRIA dataset (Benedek et al., 2011) has been 

devoted to buildings detection from aerial and satellite images. 

NWPU VHR-10 (Cheng, Han, 2016) is a collection of images 

that consists of 3775 objects from 10 different classes. Other 

datasets used to detect cars on aerial photos are: VEDAI 

(Razakarivony, Jurie, 2015), UCAS-AOD (Zhu et al., 2015) and 

The DLR 3K Vehicle (Liu, Mattyus, 2015). For instance, RSOD 

(Xiao et al., 2015) and HRSC2016 (Liu et al., 2017) datasets are 

served to detect ships. Before the appearance of DIOR, which 

was used in this paper, the greatest dataset was DOTA (Xia et 

al., 2018) consisted of 15 categories of objects and 2806 aerial 

images. As it can be seen, remarkable efforts have been made to 

release various object detection datasets in the earth observation 

community (Li et al., 2020). The mentioned drawbacks related 

to availability, quantity and quality of the existing datasets for 

object detection in the Earth Observation domain motivated the 

development of a new dataset called DIOR (Li et al., 2020). The 

dataset contains 23 463 images and 192 472 instances, covering 

20 object classes. DIOR dataset was applied in experiments to 

verify transferring reference from satellite scenes to oblique 

images. The detailed description of this approach can be found 

in Section 2.  

 

As outlined earlier, training datasets are a particularly important 

consideration in learning networks for object detection and are 

an important first step in building a model for automatic 

detection and recognition in images. The input to learning the 

network, in addition to images, is information about the exact 

location of the object in the image and the class to which the 

object belongs. The location of an object is most often defined 

by using the coordinates of the bounding boxes. Despite the 

large availability of tools for labeling and creating references in 

the form of polygons surrounding objects it is still a manual 

process and thus is very time consuming. 
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One of the most challenging issue at the time of the experiments 

was the lack of publicly available datasets to train the network 

that detects objects in oblique images. Currently, papers are 

beginning to appear (Heo et al., 2020; Yang et al., 2021), 

exploiting the potential of aerial oblique images, which is not 

only the possibility of obtaining information about the location 

of the object in the terrain system, but also the use of the feature 

of multi-temporality. Moreover, such images present both the 

top and side view of an object, which is also an advantage. 

However, as the availability of learning sets is still low, the 

authors usually acquire such data themselves (Ruf et al., 2018) 

or look for other solutions such as fine-tuning based approaches.  

 

To address these problems, the experiments were conducted to 

evaluate the possibility of transferring references between 

images with different characteristics in order to use existing 

datasets to teach the network for detection in oblique images. 

High-resolution oblique aerial imagery as well as ground 

(MSCOCO) and satellite nadir data (DIOR) sets were used for 

these experiments. The deep neural network model for object 

detection, known as YOLO (You Only Look Once) (Redmon, 

Farhadi, 2018), has been implemented. YOLOv3 architecture is 

shown in Figure 1. 

 

 
 

Figure 1 YOLOv3 (You Look Only Once) network architecture 

(source: https://towardsdatascience.com/). 

 

The main contributions of this paper are as follows: 

 

(1) Experiments have demonstrated the utility of using the 

YOLOv3 model as an object detector in high-resolution oblique 

aerial images. 

 

(2) This paper presents methodology to automate the process of 

generation training datasets with the use of databases that are 

available in online resources as a starting point for creating new 

collections for object detection in oblique images. The reference 

transfer methodology includes both natural scenes (ground 

photos) and nadir images (derived from airborne and satellite 

imagery), which can be a valid training dataset for pre-learning 

the CNN model. 

 

The paper is organized as follows. Section 2 describes the 

methodology and it is further divided into subsections about 

description of data, details of an implementation of the used 

network model, object detection with model trained on 

MSCOCO and DIOR dataset and finally, the baseline for object 

detection using the annotations obtained from detection results 

on oblique images. The results of the experiment and 

comparison of three approaches are presented in Section 3. The 

last Section 4 provides the final conclusions drawn from the 

analyses. 

 

2. METHODOLOGY 

2.1 Data Description 

The study was conducted using aerial oblique imagery covering 

the city centre of Bordeaux, France. The learned network model 

on the Bordeaux data was also tested on oblique data acquired 

for the city of Elbląg, Poland. These two test areas differ in 

terms of landscape characteristics and acquired images for this 

areas have different ground sampling distance (GSD) values 

(Table 1). 

 

Study Area Bordeaux Elbląg 

Camera Type 
Leica 

CityMapper 

UltraCam 

Osprey Prime 

II 

GSD 5 cm 10 cm 

Table 1. Summary of characteristics of the used image datasets. 

 

The experiments required prior preparation of the data to be 

processed by the algorithms implemented in the neural network. 

The images that were used in the following steps for object 

detection and network learning were divided into 800 x 800 

pixel tiles. Due to the outlined in Section 1 limitations of the 

variety of object classes in the publicly available training data, it 

was decided to detect objects that occur in almost every training 

set - cars. 

The methodology described in this paper may also be applied to 

other terrain objects. The category of cars was chosen as an 

example to save time in manually preparing the training dataset.  

 

2.2 Implementation details of YOLOv3 

Considering the review of available convolutional neural 

network (CNN) models, it was decided to use an 

implementation of the YOLO algorithm in the latest version 

available at the time of the research (v3) using Darknet53. 

 

The network implementation was carried out using Python and 

compiled with OpenCV. The algorithm was also optimized with 

CUDA technology. The parameters of the virtual machine on 

which the network training and object detection processes were 

performed are shown in the following table (Table 2). 

 

Parameter Value 

System Ubuntu 18.04 LTS 

CPU 
7 cores Intel Xeon Skylake 

2.3 GHz 

GPU 
Nvidia GeForce RTX 

2080Ti 11GB 

RAM 60 GB 

 
Table 2. Parameters of the virtual machine on which the 

experiments were performed. 

 

 

2.3 Detection with model trained on MSCOCO 

As no publicly available dataset existed to train a network that 

detects objects for oblique aerial images, it was decided to 

conduct a first experiment to evaluate the feasibility of using 

available natural scene datasets for object detection in oblique 

images. The YOLOv3 algorithm previously learned on 

MSCOCO data was used for this first approach. The experiment 

was performed for two datasets, Elblag and Bordeaux. The 

implementation consisted of cloning the project from a 
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repository on GitHub and taking the trained weights for the 

MSCOCO classes. Although the MSCOCO set contained many 

more classes, the evaluation of detection was performed for the 

objects of interest - cars. The detector parameters assumed to 

detect the most confident results were: a confidence value 

(which defines the probability that an object was correctly 

detected) of 50% and a threshold value (the confidence level 

with which to assign bounding boxes) of 30%. 

 

The results, obtained from the first tests, were not satisfying. 

The network was able to detect some of the cars, however it did 

not manage to detect many objects, especially when the cars 

were visible from the front or the back in the picture, which was 

noticed during the verification. The result obtained was quite 

expected, as cars are mapped differently in the ground photo 

than in the aerial oblique image. The figures below show the 

results of the first experiment (Figure 2). 

 

a)  

b)  

 Figure 2 Results of the first experiment - object detection with 

the YOLO algorithm learned on MSCOCO images:  

a) Bordeaux, b) Elbląg. 

 

 

2.4 Detection with model trained on DIOR 

Detection using the model trained on ground photos for both the 

Bordeaux area and the Elblag images did not give valid enough 

results. Thus, it was decided to conduct another experiment - 

this time the trial was to check the transfer of references from 

nadir satellite scenes - DIOR dataset to oblique aerial images.  

 

While the first approach used the downloaded trained weights 

for prediction (with no training process), the second experiment 

required YOLO to be learned from scratch. Although the object 

of interest in this research were cars, all object categories 

available in the DIOR were used for learning, due to the fact 

that besides the number of images and objects in the training 

dataset, the number of object classes can also have a large 

impact on the results. While the algorithm is learned on a larger 

number of classes, it is able to distinguish objects from each 

other more easily. 

 

The dataset contained a total of 23 463 images and was divided 

into training and validation sets in a 3 to 1 relationship. The 

table below (Table 3) summarizes the parameters used in 

learning process of the YOLO network on DIOR data. 

 

Parameter Value 

Batches 64 

Subdivisions 16 

Max_batches 40000 

Classes 20 

Filters 75 

Network size - width 800 

Network size - height 800 

 
Table 3. Parameters adjusted for the DIOR dataset used during 

learning YOLO network. 

 

When analysing the results, it was noticed that the YOLO 

model learned on the DIOR set handled the car detection 

problem a little better than the YOLO learned on the MSCOCO 

set, but still the number of detected objects was not satisfactory. 

The results of the second experiment are shown in the example 

images below (Figure 3).  

 

a)   

b)   

 

Figure 3 Results of the second experiment - object detection 

with the YOLO algorithm learned on DIOR images:  

a) Bordeaux, b) Elbląg. 

 

On the other hand, when reviewing the images with the 

prediction applied, it was noticed that the detection results with 

two different models for the same area sometimes complement 

each other. In some places, where cars were not detected in one 

approach, the algorithm recognized them in the second, and vice 
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versa. The example dependence is shown in the following figure 

(Figure 4).  

 

a)   

b)   
 

 

Figure 4 Example where detection results from YOLO learned 

on two different image sets partially complement each other:  

a) MSCOCO, b) DIOR – for images from Elblag dataset. 

 

2.5 Detection with model trained on annotations obtained 

from detection results on oblique images 

Based on the results of the second approach, it was decided to 

run the final experiment. From the set of oblique images from 

Bordeaux, 605 of images were selected as a learning set and 

divided into 78650 small tiles on which the model was passed 

twice (once trained on MSCOCO and a second time on DIOR) 

to predict the bounding boxes of the cars.  

 

The results of oblique image detection from the Bordeaux area 

from both the network learned on the natural scenes set 

(MSCOCO) and the network learned on the satellite set (DIOR) 

were used to learn a network dedicated to car detection in 

oblique images. However, before proceeding to re-train the 

network using oblique image detection, the results from the two 

variants had to be combined so that would not duplicate. 

Furthermore, objects with frame dimension less than 20x20 

pixels or any of the sides of bounding boxes had less than 15 

pixels were removed from the newly created training set. The 

combined detection results from these two approaches became 

the new set for training the network for detection on the target 

oblique dataset. 

 

The network training process was similar to step two with few 

differences in parameter settings: the number of max batches 

(defining the number of iterations to be performed by the 

algorithm) was changed to 23000, the number of classes to 1 

and the number of filters to 18.  

 

3. RESULTS 

The experiments described above have yielded a YOLO 

network model trained in three variants: 

• YOLO trained with the MSCOCO dataset 

• YOLO trained with satellite images from the DIOR 

dataset 

• YOLO trained on annotations obtained from detection 

results from two approaches. 

In order to compare the detection results from the three different 

variants, a test area was selected for which the statistics were 

calculated. The test dataset for the Bordeaux data consisted of 

10 images (2 for each direction), i.e. 1300 tiles of 800x800 

resolution. In the case of the Elblag data, the set was less 

numerous and was used to see how the algorithm trained on 

photos from Bordeaux behaves in an area with different 

characteristics.  

 

a)  

b)   

c)   

 

Figure 5. Detection results by YOLO network trained on three 

different datasets: a) DIOR, b) MSCOCO, c) a custom set 

consisting of detection results (annotations) on oblique images 

from the previous two steps (test area from Bordeaux). 
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As can be seen in the images showing the detection results 

(Figure 5), the best performance was obtained for third 

approach - for YOLO learned from oblique images (annotations 

obtained from detection results from previous approaches). For 

the Elbląg test area, similar conclusions were drawn, as the third 

model performed best with the detection task (Figure 6). 

 

a)   

b)   

c)   

Figure 6. Detection results by YOLO network trained on three 

different datasets: a) DIOR, b) MSCOCO, c) a custom set 

consisting of detection results (annotations) on oblique images 

from the previous two steps (test area from Elbląg). 

 

Beyond the visual analysis, the paper also performed a 

quantitative analysis of accuracy. An important parameter to 

consider in object detection is the confidence with which a 

given object was detected in the image. Therefore, the first 

metric to evaluate the results was the overview and the 

comparison with which confidence threshold a given algorithm 

most often detected objects. As can be seen in the chart below 

(Figure 7) for the Bordeaux image set, objects with the weakest 

confidence were detected by the network learned on the DIOR 

dataset. In contrast, the YOLO model learned using detection on 

oblique images proved to be the best, where the prevailing 

detections showed high confidence (between 95% and 100% 

values). The algorithms behaved similarly on the Elblag data for 

the third model and the worst results were obtained for the 

model trained on MSCOCO. 

 

 
 

Figure 7. Plot of the dependence of the number of objects on 

the confidence with which were detected - for the Elblag (green 

colours) and for the Bordeaux (red colours) test sets. 

 

As part of the accuracy assessment, a confusion matrix was 

created to show the statistics. The values of TP (true-positive), 

TN (true-negative), FN (false-negative), as well as accuracy (1) 

and recall (2), expressed in %, were included in the summary. 

Evaluation metrics are defined as follows: 

 

      (1) 

 

 

      (2) 

   

 

 

 Model 

trained on 

DIOR 

data 

Model 

trained on 

MSCOCO 

data 

Model 

trained on 

detection 

results 

a) Results for Bordeaux 

True Positive (TP) 845 973 1323 

False Positive (FP) 89 48 54 

False Negative (FN) 1270 1142 792 

Accuracy [%] 39.95 46.00 62.55 

Recall [%] 90.47 95.30 96.08 

b) Results for Elblag 

True Positive (TP) 884 764 1128 

False Positive (FP) 118 22 24 

False Negative (FN) 1030 1150 786 

Accuracy [%] 46.19 39.92 58.93 

Recall [%] 88.22 97.20 97.92 

 
Table 4. Summary of detection results - comparison with the 

ground truth a) Bordeaux and b) Elbląg. 

 

The results of the above experiments support the conclusion that 

it is possible to use existing datasets (both terrestrial and 

satellite) that are publicly available to train network models to 

detect objects in oblique aerial images, and use the detection 

results as a learning dataset. As can be seen in the table above 
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(Table 4), the accuracies are highest for the YOLO model 

learned on oblique images, while this solution does not 

guarantee very high accuracies: 62.55% for Bordeaux and 

58.93% for Elbląg. However, given the high recall values of the 

algorithm (96.08% for Bordeaux and 97.92% for Elbląg) 

learned on the annotations obtained from detection results, it is 

possible to use the methodology presented in this paper (Figure 

8) to create references in a more automatic way, thus reducing 

the effort of manually labelling objects in the images using 

available tools and alleviating the cost. 

 

The purpose of testing the model trained on the annotations 

obtained from detection results with oblique images from 

Bordeaux on test area of Elbląg city was to analyze how the 

model works with data in photos with a different landscape 

character. Similar accuracy values were obtained and it can be 

concluded from this that the model was not fit too closely to the 

training set and “overfitted”. 

 

 
 

Figure 8. Flowchart of the methodology for creating a dataset 

for object detection in oblique images. 

 

 

4. CONCLUSIONS 

Machine learning methods for object detection and image 

classification are constantly being developed. New models are 

still being created and the existing neural network architectures 

are being improved with new versions. The experiments 

conducted in this research showed that the use of convolutional 

neural networks for object detection in images can be applied 

not only to natural scenes or nadir aerial and satellite imagery, 

for which the technique is popular, but also to high-resolution 

oblique aerial images. 

 

The main research problem addressed in this paper is related to 

the lack of training datasets for object detection in oblique aerial 

photos. The experiments investigated the transferability of 

references available in online resources. The results showed that 

it is possible to apply the proposed methodology to at least 

partially reduce the problem related to the lack of availability of 

labelled training datasets. Both ground images and aerial or 

satellite nadir images may provide a suitable training dataset for 

pre-training a neural network.  

 

The accuracy of the YOLOv3 model trained using three 

different approaches was evaluated. Although the accuracy 

values of the YOLOv3 detection results learned on oblique 

images were not very high (about 60%), the recall of the 

algorithm reached over 90%. The high value of this metric 

indicates that the algorithm made a small number of errors 

during detection. Based on this, it can be concluded that this 

model can be used as a semi-automatic approach to create 

training and test datasets on oblique images. This makes it 

possible to speed up the work, which currently in practice 

comes down to manually labelling and creating references. 

 

Summarizing, the paper demonstrates the usefulness of using 

YOLOv3 neural network for object detection in aerial oblique 

images. Furthermore, the proposed methodology for creating a 

training dataset allows for semi-automation. In general, the 

following work allows to see the potential of using artificial 

intelligence systems in the field of photogrammetry and remote 

sensing and provides a basis for using advanced technologies to 

accelerate image data processing. 
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