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ABSTRACT: 

Urbanisation is an ever-evolving, complicated continuous process distinct from its surroundings, having the tendency to create a 

micro-scale system with characteristic local environmental conditions.  Large-scale urbanization near the coasts has a definite impact 

on the coastal processes due to dynamic interactions of the coastal waters with the urban atmospheric, hydrological and 

anthropogenic residues. This study focuses on understanding the contribution of immediate atmospheric variations due to 

urbanization on surface temperature of coastal waters along the Mumbai coast. Different meteorological and air quality parameters 

such as Air Temperature (AT), Land Surface Temperature (LST), Precipitation (P), Relative Humidity (RH), Wind Speed (WS) and 

Aerosol Optical Depth (AOD) collectively were used as determinants of local urban climatic environment; to analyse and understand 

the impact of urbanization on Sea Surface Temperature (SST) representing coastal system. ERA5 Reanalysis meteorological data 

and MODIS satellite data products were used to extract information of the said parameters for a period of 20 years and time-series 

analysis was performed for each using Mann-Kendall method to establish their trend. Harmonic regression using Autoregressive 

Integrated Moving Average (ARIMA) and Neural Network Autoregression (NNAR) were used to model the existing and forecast the 

future trend of SST which showed an increasing trend with comparatively better representation by NNAR (RMSE 0.4 – 0.7 K). 

Further, a polynomial multiple regression model was built to correlate the influence of all urban climatic parameters with SST, which 

clearly indicated positive forcing of local climate variation on the coastal waters with an R2 value of 0.93. 

1. INTRODUCTION

The ability of the sea to absorb atmospheric heat and gases 

alters and augments its different physical processes leading to a 

change in the entire system (Solomon et al., 2007). Although in 

micro-scale, these interactions and modifications are more 

prominent in the coastal region near large urban systems, which 

potentially aids in enhancing these processes (Riegel, 2002; 

Khan et al., 2005; Shearman and Lentz, 2009). Cities can be 

considered as one of the most complex spatial entities with 

constantly evolving dynamics, resulting in the expansion of 

their sphere of influence on the surrounding environment. 

Increase in the dimension and intensity of urbanization has the 

potential to modify various physical processes in the overlying 

atmosphere and environment enveloping it (Oke, 1976; Mills, 

2007; Barlow, 2014). The coastal waters adjacent to the bigger 

metropolitan cities accommodating a huge magnitude of people 

and functions, undergo modifications in the surficial as well as 

sub-surface levels more prominently in comparison to that near 

non-urban areas (Riegel, 2002; Solomon et al., 2007). The 

significance of coastal regions is not only restricted to the land-

atmosphere-ocean interaction but also with respect to the 

quotient of primary productivity of the nutrient rich coastal 

waters (Falkowski et al., 2000).   

Sea Surface Temperature (SST) is a very important parameter 

as it regulates the other physical, chemical as well as biological 

entities of the marine environment (Falkowski et al, 2000). 

Therefore, it is extremely necessary to understand the 

aggravated influence of the massive coastal cities on the 

temperature of the adjacent sea surface and sub-surface, which 

can further affect the other integrated processes.  The local 

atmospheric conditions of a city experience an abrupt change 

from its surroundings due to increased surface as well as air 

temperature, and higher concentration of various gases and 

particulate matter trapped within.  The interplay between the 

longwave radiations accentuated by the urban fabric and design, 

and the Green House Gases (GHGs) generated by the urban 

mechanisms lead to increase in air temperature in and around 

the cities resulting in the formation of Urban Heat Islands 

(UHIs) (Oke, 1976; Arnfield, 2003; Das et al., 2014). A micro-

climate zone is thus created within the Urban Boundary Layer 

with distinctive temperature, precipitation, humidity, wind 

patterns and GHG concentrations (Oke, 1976; Grimmond, 2005; 

Barlow, 2014).  

Figure 1. Study area 

Mumbai is one of the largest and most important urban centres 

in India which is also considered as its commercial capital. The 
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city lies on Arabian Sea coast extending from 18.9°N – 19.3°N 

latitude to 72.78°E – 73.06°E longitude (Figure 1). The city 

experiences coastal climate with almost moderate temperature, 

relatively high wind speed and humidity conditions throughout 

the year. The average annual temperature of the city is about 

30℃ which increases more than 36℃ during the pre-monsoon 

months (March – May), considered to be the hottest. Mumbai 

lies in the most active south-west monsoon belt receiving heavy 

rainfall during the summer months (June -September), lowering 

the influence of heat and aerosol concentration to a certain 

extent on one hand but increasing the level of humidity on the 

other. Thus, the positive forcing of different surficial, 

meteorological and air quality parameters on temperature is 

distinct in case of Mumbai which has been increasing 

consistently with urban intensification since the past few 

decades (Kumar et al., 2001; Korade and Dhorde, 2016). 

 

Time series analysis has been one of the key methods in 

analysing the behaviour of any natural or anthropogenic process 

persistent for a long period and can also contribute in 

establishing a future trend (Jain and Ormsbee, 2002; Korade and 

Dhorde, 2016; Mahmood et al., 2019). Univariate models such 

as ARIMA, NNAR, Wavelet Analysis etc have been widely 

used by researchers for predicting the trend of different 

meteorological parameters, on the basis of their long-term time-

series observation. These are typical harmonic regression 

models capable of considering the cyclic nature of the hourly, 

daily, monthly or seasonal time-series over a long period, for 

forecasting the future (Jain and Ormsbee, 2002; Tseng et al., 

2002; Zhang, 2003; Ghiassia et al., 2005; Zhang and Qi, 2005; 

Faruk, 2010; Adamowski et al., 2012; Mahmood et al., 2019). 

ARIMA and NNAR models were therefore adopted to 

understand the prevailing trend in the observed SST values and 

also to generate the future scenario and validate the accuracy. 

However, the relationship of the coastal SST with that of the 

local climate of Mumbai city was ascertained by formulating a 

multiple polynomial regression model which is an efficient 

technique to understand the collective influence of different 

correlated or non-correlated variables on a dependent variable 

(Zaw and Naing, 2008; Zhu et al., 2009; Adamowski et al., 

2012; George et al., 2016). 

   

This study therefore attempts to understand the effect of urban 

growth and development on its immediate atmosphere, which is 

thereby transferred to the sea surface indicated by increase in 

the SST level in the urban coastal region. A spatio-temporal 

approach of investigation using various geospatial data and 

techniques have been adopted here to achieve an understanding 

of the nature and magnitude of influence of urbanization on the 

adjoining sea surface.  

  

 

2. METHODOLOGY 

 

SST is a function of various marine processes as well as the 

interaction between atmosphere and sea. This interaction 

increases in coastal region particularly adjacent to large urban 

centres as atmospheric processes intensifies, and also due to 

direct urban drainage discharge into the sea. However, this 

study focuses only on understanding the relationship between 

urban local climate on SST along the coastline of Mumbai. 

ERA5 reanalysis meteorological data (25 km resolution) and 

MODIS satellite data (1km) were used to analyse the trend of 

atmospheric, land surface and oceanic climate conditions over 

the city, its surroundings and the immediate coastal region; 

according to which the future scenario was predicted. Further a 

Model was developed to understand the direct impact of 

variations in the urban climate on the nearby coastal waters 

(Figure 2). 

 

 
 

Figure 2. Methodology flow diagram 

 

2.1   Data Description 

 

The micro-climatic character of a city is governed by its 

meteorological and air-quality conditions induced by its 

complex surficial and functional characteristics. Therefore, to 

determine the local effect of urban dynamics on the coastal 

waters, few important meteorological and air quality parameters 

such as Air Temperature (AT), Land Surface Temperature 

(LST), Precipitation (P), Wind Speed (WS), Relative Humidity 

(RH) and Aerosol Optical Depth (AOD) were considered. These 

parameters together regulate the local climatic condition of a 

city and thereby the collective influence of urban climate on 

SST. ERA5 reanalysis gridded products provided by ECMWF 

are available with higher spatial and temporal resolution 

throughout the globe for most of the meteorological parameters 

and have been widely used for different global, regional as well 

as micro-scale climate studies (Cornes and Jones, 2013; Naseef 

and Kumar, 2019; Tarek et al., 2019; Gleixner et al., 2020). To 

maintain consistency between all the meteorological parameters 

pertaining to their pre-processing and resolution, ERA5 data 

was considered. These reanalysis meteorological data (25 km 

resolution at 1000 mb pressure level) products were extracted 

for variables such as AT, SST, RH, P, and WS. Besides, 

MODIS satellite data (1km) was incorporated for the parameters 

LST and AOD due to their unavailability in ERA5, and was 

used after resampling to the resolution of remaining products 

(Figure 2, Table 1). 

 

 
 

Table 1. Data used 
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2.2    Trend Analysis 

 

Mann-Kendall, a non-parametric method for trend identification 

in time series data was used to identify the significant trends in 

the input parameters. This method involves time-based ranking 

of data and treating each data point as a reference to compare 

with all data points which follow in time (Douglas et al., 2000; 

Mahmood et al., 2019). The statistical derivation of Man Kendal 

trend model (MKTM) can be given as Equation 1 & 2: 

 

𝑆 = ∑ ∑
           

𝑆𝑖𝑔𝑛(𝑇𝑗 − 𝑇𝑖)
𝑛
𝑗=𝑖+1

𝑛−1
𝑖=1                           (1) 

 

  𝑆𝑖𝑔𝑛(𝑇𝑗 − 𝑇𝑖) =  {

1  𝑖𝑓 𝑇𝑗 − 𝑇𝑖 > 0

0 𝑖𝑓 𝑇𝑗 − 𝑇𝑖 = 0

−1 𝑖𝑓 𝑇𝑗 − 𝑇𝑖 < 0

}                (2) 

 
(Douglas et al., 2000; Rahman and Dawood, 2017) 

 

2.3    Time Series Analysis of SST 

 

SST data from 1990 to 2009 was used for harmonic regression 

analysis using Autoregressive Integrated Moving Average 

(ARIMA) and Neural Network Autoregression (NNAR) 

analysis which are the two important univariate regression 

models to analyse time-series data and forecast using historic 

trends. The trend of SST was first modelled using 20-years 

time-series (1990 – 2009) applying both ARIMA and NNAR 

methods, which was further validated using 10-year data (2010 

– 2019). The entire 30-year period (1990 – 2019) was then 

implemented to predict SST trend till the year 2040. 

 

2.3.1  ARIMA Model: This model is capable of identifying 

complex patterns in univariate time series data to generate 

forecasts. The ARIMA model development includes three steps 

namely, identification, estimation and forecasting. Model 

identification step involves two stages; first is achieving static 

and normalized time series data input through appropriate 

differencing followed by the second stage of analyzing 

autocorrelation and partial autocorrelation of the transformed 

data to find the temporal correlation structure. Once the model 

functions are identified, parameters for these functions are to be 

estimated and model residuals to be examined through several 

diagnostic tests for model verification (Tseng et al., 2002; 

Zhang, 2003; Faruk, 2010; Adamowski et al., 2012). ARIMA 

model can be represented as Equation 3,  

 

Φp (B) (I − B)d Yt = δ + θq(B)ɛt                                         (3) 

 

where Yt is the original time series value, Φp is the 

autoregressive parameter of order p, ɛt is white noise, B is 

backshift operator, d is the differentiation order, δ is a constant 

value and θp is the moving average parameter of order q 

(Adamowski et al., 2012). 

 

2.3.2    NNAR Model: It is a feed-forward neural network fitted 

with lagged time series values as input and a single hidden 

layer. The major advantages of Neural Network model over 

other methods are that apriori knowledge is not required for its 

application and it is effective in dealing with non-linear data 

sets (Faruk, 2010; Adamowski et al., 2012).  A three-layer feed-

forward neural network can be given as Equation 4, 

 

𝑂𝑘 = 𝑔2[∑ 𝑉𝑗𝑤𝑘𝑗𝐺1(∑ 𝑤𝑗𝑖𝐼𝑖 + 𝑤𝑗𝑜𝑖 ) + 𝑤𝑘𝑜𝑗 ]               (4) 

 

where Ii is input value to node I, Vj is the hidden value to node j 

of the hidden layer and Ok is the output at node k of the output 

layer (Adamowski et al., 2012). 

 

 

Figure 3. A three-layer feed-forward back-propagation neural 

network (Source: after Jain and Ormsbee, 2002) 

Back-propagation neural network is the most commonly used 

model structure Figure 3. The circles represent neurons and 

lines represent connections; a layer consists of a group of 

neurons with similar characteristics. Here, Figure 3 consists of a 

two-neuron input layer, three-neuron hidden layer and a single-

neuron output layer. The input given is propagated in the 

forward direction and using a nonlinear function output is 

calculated. This step is followed by computation of error at the 

output layer, back-propagation of the error through the network 

and updation of the weights using a nonlinear optimisation 

function. This whole process of neural network training is 

repeated to minimize the error and the well-trained neural 

network model is then used for prediction (Jain and Ormsbee, 

2002; Tseng et al., 2002; Zhang, 2003; Ghiassia et al., 2005; 

Zhang and Qi, 2005). 

To understand the cyclic nature in the time-series sufficiently 

and predict its future trend accommodating this typical 

behaviour, the results from both these harmonic regression 

models were compared and validated. Further, pre-monsoon 

season SST for the entire period, which records highest 

temperature annually was analysed for variations in maximum 

temperature. 

 

2.4    Modelling SST Using Local Climate Variables 

 

Time series data of monthly LST and AOD from MODIS, and 

AT, WS, P and RH from ERA5 were used to statistically 

analyse and model the impact of urbanization on the SST trends 

over a period of 17 years from 2000 to 2017 using multiple 

polynomial regression, and 2-year data from 2018 to 2019 was 

used to validate the model. The time – period for developing 

and validating the model was restricted to 20 years due to the 

unavailability of LST and AOD products beyond the year 2000. 

 

 

3.  ANALYSIS AND RESULTS 

 

3.1    Trend Analysis 

It was observed from trend analysis that air temperature over the 

city has increased significantly in the said period, the maximum 
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temperature during 1990 being 303 K which increased to 

around 309 K in 2020. There has been about 50 percent increase 

in the number of days with high temperature (>302 K) from 

1990 to 2020. Annual average air temperature over the sea 

surface has also exhibited an increase of around 1 K for the 

period 1990 to 2020 from the coastal region (72.75°E 

Longitude) towards the open ocean (72.0°E Longitude) (Figure. 

2). It showed a gradually increasing trend through 2010, which 

however declined by around 0.5 K in 2020, due to a remarkable 

decrease in the urban function during the Covid-19 pandemic 

lockdown enforced in India. Similarly, SST also showed an 

increasing trend over the period 1990 to 2010 with a rise of 

about 1 K, and falling by around 0.3 K in 2020 as compared to 

2010 (Figure. 4). Thus, due to the abnormal atmospheric 

conditions pertaining to the Covid-19 lockdown situation, the 

year 2020 was not considered in the study period, which was 

restricted 2019. Then Mann-Kendall test performed for SST and 

AT time-series in the 30-year period showed p-values of 0.022 

and 0.036 respectively which depicts strong to very strong trend 

in the data.  

 

 

 
 

Figure 4. Annual average AT vs Annual average SST (1990 – 

2020) 

 

3.2    Time Series Analysis of SST  

 

Analysis of time series SST data using ARIMA and NNAR 

models for 30 years showed a better representation of SST 

trends by the neural network. 

 

3.2.1   Model Calibration and Validation for ARIMA and 

NNAR: Validation results provided RMSE values in the range 

0.4 to 0.7 Kelvin for NNAR model while for ARIMA model, 

the RMSE values ranged from 0.6 to 1 Kelvin. Correlation 

analysis between the observed and predicted SST values also 

provided better results in NNAR model with 0.86 coefficient of 

determination (Figure 5). 

 

3.2.2    Forecasting SST using ARIMA and NNAR Models: 

Forecast results showed a better representation of the observed 

data trend in NNAR model output as compared to ARIMA 

model output (Jain and Ormsbee, 2002). SST trends derived 

from the 30-year observational data showed monthly maximum 

temperature values (303.5K) in pre-monsoon season and 

minimum values (297K) in winter. NNAR forecast results 

provided monthly maximum temperature values reaching up to 

303.3K in pre-monsoon season and minimum in winter as low 

as 298K. ARIMA results showed an overestimation of 

maximum values, with a highest temperature value of 306K 

during monsoon season while underestimating the minimum 

temperature values with a lowest value of 295K in winter 

(Figure 6, 7). 

 

 
 

Figure 5. ARIMA & NNAR model validation 

 

 
 

Figure 6. SST forecast using ARIMA for the period 2020 to 

2040 

 
 

Figure 7. SST forecast using NNAR for the period 2020 to 

2040 
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SST values during pre-monsoon season for the observational 

data from 1990 to 2019 and the predicted data from 2020 to 

2040 was plotted to understand the trends in maximum 

temperature values, which exhibited an increasing trend over 

the period (Figure 8). 

 

 
 

Figure 8. Trend in SST for the period 1990 to 2040 

 

3.3     Coastal SST Modelling 

 

3.3.1 Model Development and Calibration: Multiple 

regression analysis carried out to establish the impact of 

variations in AT, LST, AOD, RH, WS and P on the coastal SST 

of Mumbai city showed that SST trends are considerably 

affected by the local climate variables. While a good correlation 

with coefficient of determination value of 0.86 was obtained for 

linear regression analysis (Equation 5), the model was further 

improved using polynomial regression model of order 2 

(Equation 6) which provided a coefficient of determination 

value of 0.93. The regression models can be given as, 

 

SST = 56.74 −  0.034AT +  0.83LST −  0.19AOD −

 0.01WS +  0.07RH − 0.0002P                                    (5) 

    

 

3.3.2    Model Validation: Validation of the model using 2-year 

monthly data from 2018 to 2019 has given a root mean square 

error (RMSE) value in the range 0.1 to 0.5 Kelvin. Modelled 

SST values showed a good agreement with the observed SST 

values with a coefficient of determination value of 0.9 (Figure 

9). 

 

 

4. DISCUSSION AND CONCLUSION 

 

Mumbai is one of the most populous and dynamic coastal cities 

in Indian sub-continent as well as the world. Its strategic 

location on the Arabian Sea coast and resource availability has 

earned it the status of commercial and industrial capital as well 

political significance. However, the extensive and rapid growth 

of the city has taken a definite toll on the local environmental 

conditions including on the coastal surface. This study 

specifically discusses the variations in SST over a period of 30-

years along the coastline of Mumbai and its relationship with 

that of the evolving urban meteorological and air quality 

conditions resulting from expulsive urban development. It was 

observed through the analysis that SST off Mumbai coast has 

inclined significantly during the said period (1990 – 2019) to 

about 2 K, in comparison to the open ocean along the same 

latitude beyond the coast. This implies the impact of the city on 

the coastal waters which has the potential to reverse-influence 

the city’s climate including AT, WS and wind directions, 

moisture content in the atmosphere, local convective rains etc. 

Therefore, forecasting of SST on the basis of the past and 

current trends was adopted to understand and predict future 

scenario for 20-years beyond present, using ARIMA and NNAR 

autoregression models. It was found that both models well 

identified the data patterns and represented the SST trends to 

generate fairly good forecast values, in which NNAR model 

found to provide comparatively better results with a low RMSE 

value in the range 0.4 to 0.7 K. 

 

 
 

Figure 9. SST model validation 

 

Although SST is a function of many other factors, only 

localised variations in climatic parameters within the urban 

boundary layer of Mumbai were considered in this study as the 

major factors affecting its change near the city’s coastline. To 

understand the magnitude of Mumbai’s local climatic influence 

on this SST variations, different parameters such as AT, LST, P, 

RH, WS and AOD were considered to build a polynomial 

regression model. This regional algorithm thus developed could 

be used to understand the contribution of said variables on the 

coastal surface temperature using such data products. Further 

the model can be used for predicting SST according to the 

availability of all urban climatic variables together, as opposed 

to the above-mentioned univariate prediction model. Further the 

model could be used to downscale SST values using longer 

time-series and higher resolution data products, incorporating 

the detailed urban mechanisms and corresponding intra-city 

micro-scale variations on the adjacent coastal environment. The 

methodology could be easily replicated for other regions or 

using other data products which could establish the merit of the 

study. 
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