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ABSTRACT:  
 
With the rapid development of earth observation technology, the remote sensing data gradually becomes the significant data 
resources for spatiotemporal data analysis. However, to realize the efficient management and quick real-time service of the multi-
source, multi-scale and multi-spectral is the key problem for the data management units. This paper brings up a novel technology 
system and resolution for online and real-time service of the massive remote sensing images by innovatively developing a data 
management model based on an extensible discrete global grid, inventing the grid-based search and dispatch method for remote 
sensing big data, firstly building a parameter-driven dynamic map service mode for multi -source, multi-scale and multi-spectral 
remote sensing big data. This method has greatly improved the efficiency for data management units, such as the Chinese 
government, corporations etc. and has produced a lot of social and economic benefits. 
 
 

1. INTRODUCTION 

Big data, which involve tremendous social, economic and 
scientific value, is considered as the oil of the future world. It 
has become the hot spot in the world of the business, 
technology and politics. In 2008 and 2011, the special issues of 
the research on the big data have been published in succession 
(David, 2008; Wouter et al., 2011), which means the coming of 
the era of the big data. 
 
In the realm of remote sensing and earth observation, with the 
development of the earth observation technology, the capability 
of the mankind’s comprehensive observation of the earth has 
reached an unprecedented level. With abundant spatiotemporal 
information within the remote sensing data, a variety of 
applications of the massive remote sensing data have been 
utilized in multiple scenarios such as agriculture, meteorology 
and emergency response etc. (Huang et al., 2018; Wang et al., 
2013; Mahmoud et al., 2013) The remote sensing data presents 
obvious characteristics of big data (Li et al., 2014). The amount 
of remote sensing image data increases significantly and 
exponentially; the speed of data acquisition is accelerated, the 
update cycle is shortened, and the timeliness is stronger and 
stronger; the remote sensing data is increasingly diversified with 
the coexistence of the data with different imaging methods, 
different bands and resolutions. However, the remote sensing 
information processing capacity is very low, compared with the 
acquisition capability of the remote sensing (Li et al., 2012; 
Quartulli et al., 2013). 
 

For remote sensing big data, one of the most important US 
government projects is the Earth Observing System Data and 
Information System (EOSDIS). It provides end-to-end 
capabilities for managing NASA’s Earth science data from 
various sources. In Europe, “Big Data from Space” conference 
was organized by the European Space Agency in 2017 (Liu et 
al., 2018).  
 
With the abundant application scenarios of remote sensing big 
data, the effective management and service of the remote 
sensing data has become the key point in the realm of the 
application of the remote sensing data (Chi et al., 2016; Lin et 
al., 2013). The way to effectively storage and manage remote 
sensing big data is a bottle-neck problem which has become the 
ceiling of the traditional commercial software. This paper 
focuses on solving the problem of the storage, management and 
real-time online service of the multi-source, multi-scale, and 
multi-spectral remote sensing big data on the basis of the 
extensible mesh division rule. By this extensible mesh division 
rule, the logic interval level between the remote sensing data 
and the application has been built, and the index and search of 
the information among the remote sensing big data gets more 
effective and flexible compared to the traditional file-based 
storage of remote sensing data, and the real-time online service 
becomes possible with massive remote sensing data. 
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2. THE TRADIONAL COMMON METHOD OF THE 
REMOTE SENSING BIG DATA PROCESS AND 

MANAGEMENT 

With the rapid development of earth observation technology, 
the remote sensing data gradually becomes the significant data 
resources for spatiotemporal data analysis (Wang et al., 2015). 
Distributed file system, with the advancement of the data 
storage capability, efficiency and cost, has gradually developed 
into a mainstream remote sensing storage scheme (Wu et al., 
2020). 
 
The process of one image or several images covering the gross 
images from the satellite to service online could be done by one 
or several traditional commercial software without taking too 
much time. However, the volume of huge multi-source, multi-
resolution and multi-temporal geospatial data goes to TB or PB 
covering the whole China territory with 9,600,000 km2 for more 
than one year. Therefore, the storage, backup, building the 
pyramids,  and releasing these huge geospatial data with amount 
of TB or PB by traditional merchandized software, even the 
internationally famous software, is still a huge amount of work, 
which will usually takes several months annually for the images 
of one year covering the whole China. 
 
With the rapid development of remote sensing technology, the 
resolution of the remote sensing images has been continuously 
improved, and the volume of a single image is constantly 
multiplying. Ever since 2015, the volume of a single remote 
sensing image data with the resolution better than 1m is 
between 3GB to 14 GB, and the overall remote sensing images 
of the project of China’s first national geographic conditions 
census and monitoring is more than 300 TB each year. Thus, as 
time goes by, from 2015 to nowadays, the overall volume of 
remote sensing image data has reached PB with multi-source, 
multi-resolution and multi-temporal geospatial data covered the 
whole country each year. One single operation, such as 
stretching, which is just one of the data processing and 
management of the remote sensing images by the traditional 
business software, is to process every single point of the whole 
image (Fig. 1). Thus, one single stretching process on the 
remote sensing of the whole China in 2015 will have to open, 
scan and process every single point of over 20, 000 images, 
which will take a long time. Thus The whole process of 
stretching, mosaicking, slicing and releasing etc. of the remote 
sensing images of the project of China’s first national 
geographic conditions census and monitoring for one year will 
take at least several months. If one singe parameter changes, the 
whole images will have to be sliced from the beginning again, 
and the processing time and storage space will exponential grow. 
In order to efficiently process and manage remote sensing 
images, and realize the quick and dynamic service, our team has 
brought up a real-time technical method based on the mesh 
division which systematically changed the process and manage 
method of the massive remote sensing images. 
 
The procedure of managing the huge multi-source, multi-
resolution and multi-temporal geospatial data of the traditional 
merchandized software is: 1) Build pyramids for every image of 
the whole geospatial data; 2) Process huge geospatial data based 
on these pyramids, including removing the black edges of the 
images, stretching the images, building the mosaic datasets, 
unifier ray and colour of the images etc.; 3) Publish each one of 
them into WMTS service. Since the process is based on 
building the pyramids, the more huge the data, the more time 
will be taken. When the devices are limited within 5 computers, 

the time will be taken for process the huge multi-source, multi-
resolution and multi-temporal geospatial data will be over six 
months. The storage, backup, processing and releasing these 
huge geospatial data with amount of PB by traditional 
merchandized software, even the internationally famous one, is 
still a huge amount of work. 
 
Many division models of the earth surface have been proposed 
till now and among them, the equal latitude/longitude division 
model is not only the simplest, but also highly efficient in 
computation and storage, making it widely used in the 
engineering field (Deng et al., 2003). In the equal 
latitude/longitude division model, interweave equally on the 
earth surface, resulting in a grid of fixed size. The multi-level 
grids formed by the equal latitude/longitude division model are 
actually a multi-resolution pyramid structure. 
 
 

 
Figure 1. The traditional process method of remote sensing 

images 
 

3. THE KEY RESEARCH OF REAL-TIME 
TECHNICAL METHOD BASED ON EXTENSIBLE 

DISCRETE GLOBAL GRID 

The completely new method for the process and management of 
massive and big data of the remote sensing images, which is 
based on the partitioning theory, has developed a series of key 
technique that has successfully has changed the traditional 
mosaic-pre-slice image process. A new application mode, 
“storage is management, data is service, and what you get is 
what you need”, has become a possible and efficient way for 
image process, management and real-time service. 

3.1 DATA MANAGEMENT MODEL BASED ON AN 
EXTENSIBLE DISCRETE GLOBAL GRID 

Modern environmental monitoring and modeling requires 
partitioning the earth’s surface into a global grid optimized for 
survey sampling and unbiased, spatially complete data 
collection of relevant environmental phenomena (Goodchild et 
al., 2002). Scientists often favour develop a hierarchical, 
geometrically regular global partitioning system that is unbiased 
with respect to spatial patterns created by natural and human 
processes (White, 1998). The geometrically ideal global 
partitioning grid would consist of grid cells equal in surface 
area and identical in shape, akin to the square (Goodchild et al., 
2002). The Discrete global grid is an excellent model to 
simulate the real earth’s surface by subdivision infinitely and 
hierarchically with grids. The grids with the characteristics of 
multi-resolutions could help to analyse the problems of the 
same spatial position at different accuracy well (Dutton, 1999; 
Lukatela, 2000).  
 

The zero tile 
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The second tile 
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According to the remote sensing big data with multi-source, 
multi-scale, multi-spectral, the key to solve the efficient 
problem is to design the data management model. As the 
storage space and resources are limited based on the frugality 
principle for the Chinese government these days, a novel data 
management model based on an extensible discrete global grid 
is brought up, which a grid layer between the data layer and 
service layer. This grid layer is a three-dimensioned data 
management framework based on an extensible discrete global 
grid consists of the basic spatial grid, basic time grid and 
spectral grid (Fig. 3). The spatial grid in our resolution is an 
extensible discrete global grid which is compatible with 
commonly famous grids, such as WGS-84 tile grid, Web 
Mercator grid, Tianditu grid, GEOSOT grid etc. (Fig.4) 
 
          

Service Layer

Grid Layer

Data Layer

Metadata Service Dynamic Map Layer Service Data Service 

Basic Spatial Grid Basic Time Grid Spectral Grid

Original Massive Remote Sensing Big Data Metadata

Application Layer

Spatial grid engine: grid dispatchment, dynamic procedure

 
Figure 2. Data organization model based on an extensible discrete 

global grid 
 
 
 

 
Figure 3.  The new data management model  

 
 
 
 
 
 
 
 
 
 
 
 
(a) WGS84 tile grid                      (b) Web Mercator grid 

 
 
 
 
 
 
 
 
 
 
 

(c)  Tianditu grid 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.The extensible discrete global grid 
 

The basic spatial grid adopts the global partitioning grid which 
could subdivide hierarchically from global scale to the more 
detailed scale. A collection of global portioning grids is 
established and a unique coding for every single grid is assigned 
by mathematical method. A uniformed global spatial index of 
remote sensing big data is established which is the basis for data 
management and spatial search. The basic time grid is an index 
based on the years, seasons and months. The spectral grid is the 
index based on the professional remote sensing spectrums such 
as red, green, blue, infrared, and panchromatic etc. 

 
Traditionally, every single operation of the remote sensing 
images will trigger the traversing process of the whole file over 
the 20,000 images of one year, which takes huge amount of 
time and computing resources. The establishment of a global 
spatial mesh division index and coding system will help to 
locate the file and locate the point far more efficiently, compare 
to the traditional traversing mode of the common business 
software. 

 
With this model, the original remote sensing data, which is of 
huge volume, is stored and stay the same all the time during the 
whole procedure. During the process of remote sensing big data, 
the intermediate data will just take less than 1% of the storage 
space which will save a huge amount of storage space compared 
to the traditional methods. 

 
When searching and displaying the remote sensing big data as 
in the red rectangle (Fig. 5), the spatial grid engine firstly 
positions the coordinates of the minimum bounding rectangle 
(short for MBR), and secondly calculate in the global spatial 
index to locate the four images that is included in the red 
rectangle. In order to search and display the part ① in the left 
upper image, the grid-oriented data dispatch method (Fig. 6)  
would parse the beginning of the file, and build the logic row-
column model. After resolving the physical addresses by grids 
and read and display just the part  ①, the other parts of the left 
upper image will not be processed and displayed multiple times 
when the mouse choose the red rectangle. The same parsing, 

Temporal grid 

Spectrum 

Spatial grid 

(d) GEOSOT grid 
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reading and displaying way will be utilized in the part ②, ③ 
and ④.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

    Figure 5.  Search and display the remote sensing big data 
 
 

        Figure 6.  The grid-oriented data dispatch method  
 

Although, this method will be almost the same when processing 
just one or two remote sensing images with the data volume of 
3GB to 14GB. The more huge the data volume, the more 
difference will the efficiency will be. When the data volume 
gets to PB, the efficiency is much quicker compared to the 
traditional merchant software. Take the remote sensing big data 
of 500TB for example, the data includes approximately 50,000 
images with the spectrum of 4 bands and the resolution better 
than 1m. It will take at least six months for at least eight persons 
with five server to accomplish the whole process of removing 
the black edges, dynamic stretching, dynamic mosaicking, time 
filtering and releasing the service. Even some of the dynamic 
processing is not supportive by the traditional merchant 
software (Tab. 1). 

  
 Traditional 

Merchandized 
Software 

Gid-oriented Dispatch 
Method  

Dynamic Stretching Not supportive supportive 
Dynamic Mosaic Not supportive supportive 
Time Filtering Not supportive supportive 
Release Time 
 (with 5 server) 

At least six months 
of eight persons Less than half an hour 

The Intermediate 
Data volume At least 150TB Less than 100MB 

Table 1. The Comparison between Traditional Merchandized 
Software and the Gid-oriented Dispatch Method 

 
3.2 PARAMETER DRIVEN DYNAMIC ONE-MAP OF 

REAL-TIME SERVICE OF MASSIVE MULTI-
TEMPORAL REMOTE SENSING IMAGE DATA 

The parameter driven dynamic one-map of real-time publishing 
service mode of massive multi-temporal remote sensing image 
data is firstly brought up. This technique (Fig.7) is a unified 
dispatching technique of multi-temporal remote sensing images 
based on dynamic spatial-temporal search elaborated in the data 
management model. All the multi-temporal data is simulated as 
a virtue layer indexed in the extensible discrete grid, where the 

data content could be generated by real time calculation. The 
spatial calculation is indexed in the grid, and the time sorting 
could accomplish according to the time information in the 
metadata. When published as a unified service, a virtual WMTS 
layer of a front end is dispatched all the time, while the browse 
request will be responded by the dynamic spatial-temporal 
search on the server side. A group of map tiles will be 
dynamically mosaicked according to the time logic, which 
effectively solves the problem of performance bottle-neck of 
service invocation of multi- temporal layers. As the platform 
(Fig.8) could quickly search the remote sensing big data, 
display all the images that cover the windows area, and put the 
newest image on the top with a timeline.  
 

Virtue Layer

Dynamic processing

Spatial Grid Search

Time First Grid Mosaic 

Multi-temporal Sorting Based on Time

Dynamic One-map
 

Figure 7. The solution for dynamic one-map service 
 
 

 
Figure 8. The platform for real-time service of dynamic one-map  

  
 

3.3 DYNAMIC IMAGE FUSION TECHNIQUE OF 
PANCHROMATIC AND MULTI-SPECTRAL IMAGES 

The dynamic image fusion technique of panchromatic and 
multi-spectral images could keep the original data files without 
creating new data files, and dynamically resample the 
panchromatic and multi-spectral images by RGB pictures of 3 
bands. The traditional method would need the preprocessment 
for the fusion images which will take a great amount of work 
and huge storage space. With this technique, the data process 
time could be saved by 20%, and the data storage space could 
be reduced by 60%. 
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Figure 8. The dynamic fusion of panchromatic and multi-

spectral images 
 

4. THE APPLICATIONS OF REAL-TIME SERVICE 
OF MASSIVE REMOTE SENSING IMAGE DATA 

This real-time service has been applied already in several 
different departments of the central government, such as 
Ministry of Natural Resources, Ministry of Water Resources, 
etc. and has played an important role in massive remote sensing 
data storage, management and visual representation. For 
example, the technology and platform has successfully helped 
the Chinese government to make decisions wisely by releasing 
remote sensing big data from more than thirty different types of 
satellites with the volume of 200, 000 images as the maps on the 
China Central Television (Fig. 7). This technology and platform 
has helped to release 8,000 to 10,000 remote sensing images 
every day online which means to produce, release and apply all 
on the same day for the Ministry of Ecology and Environment 
of the People’s Republic of China. 
 
By utilizing this technology, the cumbersome processes for the 
remote sensing big data with multi-sources, multi-scales and 
multi-spectral are greatly simplified. This has saved huge space 
for storing and processing, which also brings huge economic 
and social benefits. 
 

Figure 7. The real-time service of massive remote 
sensing  image data 
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