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ABSTRACT:

Image time series analysis and machine learning methods have been widely used in recent years to extract information from big data
of remote sensing images. To support image time series analysis, remote sensing images have been modeled as Earth observation
(EO) data cubes. EO data cubes can be defined as a set of time series associated to spatially aligned pixels ready for analysis. This
paper describes an application for building EO data cubes on the Amazon Web Service (AWS) cloud computing environment. The
Data Cube Builder on AWS application is based on a serverless approach to produce EO data cubes from remote sensing images
stored in AWS buckets. In this work, we present the architecture of this application and its use to produce EO data cubes for Brazil
from big data of remote sensing images.

1. INTRODUCTION

Cloud computing is a paradigm that provides computing as ser-
vices, by solving crucial big data handling issues. Recently,
cloud computing environments have emerged as suitable solu-
tions for big Earth observation data, such as Amazon Web Ser-
vices (AWS) and Google Earth Cloud (Yang et al., 2017). In
recent years, Earth observation satellites have generated big
volumes of images with different spatial and temporal resolu-
tions. In 2019, the volume of open data produced by Landsat-7
and -8, MODIS (Terra and Aqua units), and Sentinel-1, -2 and
-3 satellites were around 5 petabytes (Soille et al., 2018).

The AWS Public Dataset Program is an initiative that covers
the costs of storage for publicly available high-value cloud-
optimized data sets, including remote sensing imagery. Un-
der this program, the Earth on AWS1 initiative provides col-
lections of images stored in buckets, that represent a space of
storage, uniquely identified by names. Three examples of AWS
resources with remote sensing images are USGS Landsat2,
Sentinel-2 3, and CBERS-4 4.

This paper describes an application for building Earth obser-
vation (EO) data cube on AWS, called Data Cube Builder on
AWS. This application is open source and is under development
by the Brazil Data Cube project team to produce EO data cubes
from open data sets of satellite imagery under the Earth on AWS
program.

2. EARTH OBSERVATION DATA CUBES FOR
BRAZIL

Image time series analysis and machine learning methods have
been widely used in recent years to produce land use and cover
mappings from big data of remote sensing images (Gomez et
∗ Corresponding author
1 https://aws.amazon.com/earth
2 https://registry.opendata.aws/usgs-landsat/
3 https://registry.opendata.aws/sentinel-2/
4 https://registry.opendata.aws/cbers/

al., 2016) (Picoli et al., 2020) (Bullock et al., 2020) (Simoes et
al., 2021). Mainly to support image time series analysis, big
data of remote sensing images are modeled as Earth observa-
tion (EO) data cubes. EO data cubes can be defined as a set of
time series associated to spatially aligned pixels ready for ana-
lysis (Appel and Pebesma, 2019). They can also be defined as
multidimensional arrays with spatial and temporal dimensions
and spectral derived properties, created from remote sensing
images.

Nowadays, there are distinct initiatives to produce EO data cubes
for specific countries or regions, such as Digital Earth Asutralia
(Lewis et al., 2017), Swiss Data Cube (Giuliani et al., 2017),
Africa Regional Data Cube (Killough, 2019) and Brazil Data
Cube (Ferreira et al., 2020). The Brazil Data Cube project is
producing EO data cubes of CBERS-4, Sentinel-2 and Landsat-
8 satellite images for the entire Brazilian territory (Ferreira et
al., 2020). This project is developing a computational platform
composed of web services, software applications and iterative
computing environments to discover, access, process and ana-
lyze these EO data cubes. Using artificial intelligence, ma-
chine learning, and image time series analysis, land use and
land cover maps are being produced from these EO data cubes.

Based on a hierarchical tiling system, the Brazil Data Cube
project is producing two types of EO data cubes: identity and
temporal-composed. This hierarchical tiling system is com-
posed of three different grids using the Albers Equal Area pro-
jection and SIRGAS 2000 datum. These three grids have dis-
tinct tile sizes, 6 × 4, 3 × 2 and 1.5 × 1 degrees, referred as
BDC LG (large), BDC MD (medium) and BDC SM (small).
Figure 1 shows the BDC SM (small) grid that has 544 tiles of
1.5× 1 degree to cover the entire country.

Identity data cubes are produced using all available images in
a time interval. For each tile and date, all available images
are cropped, reprojected and resampled. Therefore, the time
series extracted from these data cubes may not be regular or
equidistant in time, as illustrated in Figure 2. This figure shows
two time series extracted from an identity data cube associated
to two distinct locations, red and blue. The red time series is
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Figure 1. Tiling system of the Brazil Data Cube project.

regular in time with one observation every 5 days, but the blue
time series is not.

Considering that many image time series algorithms are not pre-
pared to handle non equidistant time series, BDC also produced
temporal-composed data cubes. These products are regular in
time and are created by using a temporal compositing function
to select the best pixels (free of cloud and cloud shadow) ob-
tained in each period (e.g. a month or 16 days). In short, the
temporal-composed data cubes are products that reduce the ori-
ginal time dimension of the data in regular periods, for instance
16 days or monthly, trying to eliminate pixels contaminated
with clouds, cloud shadows and snow. These products provides
equidistant time series.

3. DATA CUBE BUILDER ON AWS

Brazil is a huge country, with a territory of over 8.5 millions of
km2. To build EO data cubes for the entire country from 2015
to 2023, the Brazil Data Cube project has to process around
734 Terabytes (TB) of Sentinel-2 surface reflectance (SR) im-
ages, 108 TB of Landsat-8 SR images and 108 TB of CBERS-4
(MUX and WFI) SR images, as shown in Figure 3. Sentinel-
2 SR is the biggest data set due to its spatial resolution, tem-
poral revisit and number of spectral bands. The volume of EO
temporal-composed data cubes produced and handled by the
Brazil Data Cube project is presented in Figure 4. We are pro-
ducing 16-days temporal-composed data cubes of Sentinel-2,
Landsat-8 and CBERS-4 WFI images and monthly temporal-
composed data cubes of CBERS-4 MUX images.

Cloud computing environments are suitable for processing these
big data sets efficiently. These environments do not impose
any API for data processing, allowing the development of open
source technologies in non-proprietary scripting languages. In
the Brazil Data cube project, we are using the AWS to produce
part of the 16-days temporal-composed data cubes of Sentinel-
2 images for Brazil. The AWS was chosen due to two reasons:
(1) Sentinel-2 SR data sets are already stored and available on
AWS under the Open Data program 5 6; and (2) AWS provides
5 https://registry.opendata.aws/sentinel-2/
6 https://registry.opendata.aws/sentinel-2-l2a-cogs/

Cloud Credits for Research Program 7 for doing research using
Earth Observation or other geospatial data on AWS.

The Data Cube Builder on AWS application is based on a
serverless approach, using the AWS Lambda service. Its ar-
chitecture is shown in Figures 5. A serverless ecosystem al-
lows to define workloads to achieve scalability, performance
and cost efficiency, without managing the underlaying infra-
structure. These workloads scale thousands of concurrent pro-
cessing per second, which enables to generate EO data cube on
demand for any area in short time.

The AWS Lambda service defines Functions to be executed
along the workload. These Functions have quotas, which limit
the amount of compute and storage resources in executions.
These lambda functions are dispatched by Simple Queue Ser-
vice (SQS) and store the metadata result into DynamoDB, a fast
and flexible NoSQL database service to deal with concurrent
requests. At the end of processing, the data cubes produced are
stored in Simple Storage (S3) and their definitions into Rela-
tional Database Service (RDS).

Some interfaces of the Data Cube Builder on AWS are shown
in Figures 6, 7 and 8. Figure 6 illustrates the definition of a new
data cube, which includes specifying a source Spatial Temporal
Asset Catalog (STAC) that will be used to consult and obtain
input images to generate the data cube, the image collection
in this STAC, the satellites sensors that will be used, a date
range of the period to be considered, the AWS bucket name
to store the produced data cubes as well as information about
the temporal composition and tiling system or grid. Users can
also select or define vegetation indices to be produced such as
Normalized Difference Vegetation Index (NDVI) and Enhanced
Vegetation Index (EVI).

Before creating the data cubes, its metadata can be verified
through the Preview interface, as illustrated in Figure 7. The
STAC is used to consult all available images for each cell grid,
also referred as tiles, according to the temporal composition and
temporal range defined. The result of this process are temporal-
composed data cubes. The main advantage on executing the
processing using AWS consists in scaling the generation of the
EO data cubes, allowing the independent processing of each
item, which consists in a time step of a tile, allowing the parallel
and distributed processing of all tiles and dates simultaneously,
restricted to AWS configuration.

The Cube Builder on AWS also contains a graphical interface
to verify and validate the produced data cubes, as illustrated in
Figure 8. Following this interface, each date, in each processed
tile, can be visually inspected. Besides that, a user can even
reprocess specific items, e.g. when input images have been
through a new correction processing, reprocess or update, or
when a defective data has been used as input and should be re-
moved.

We have two versions of the Data Cube Builder application, one
that runs on AWS, described in this paper, and another that runs
in local environments. Both versions are constantly evolving
and are synchronized, implementing new features as new re-
quirements for the Brazil Data Cube products appear. This
includes product validation, software optimization and several
others temporal compositing functions beyond the best pixel ap-
proach, as Median and Average (Ferreira et al., 2020) and others
for specific applications, for instance time-priority composition,
used to build visual mosaics.
7 https://aws.amazon.com/earth/research-credits/
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Figure 2. Time series extracted from identity EO data cubes can be regular in time (red time series) or not (blue time series).

Figure 3. Data volume (TB) of surface reflectance images for
Brazil

Figure 4. Data volume (TB) of Earth observation data cubes for
Brazil

4. RESULTS AND FINAL REMARKS

Table 1 presents the time elapsed and cost to produce EO data
cubes using the Data Cube Builder on AWS application. We
used this application to produce two years (2017 and 2018) of
16-days temporal-composed EO data cubes of Sentinel-2 (A
and B) images for the entire Brazilian territory, based on the
grid with 544 tiles of 1.5 by 1 degree each, shown in Figure
5. The Data Cube Builder on AWS application took 13 days
to produce these data cubes and the costs, shown in Table 1,
were paid by the credits earned under the GEO (Group on Earth
Observations) and AWS Earth Observation Cloud Credits Pro-
gram. These temporal-composed EO data cubes of Sentinel-2
images are regular in time, containing the best pixels obtained
for each 16 days, and are available as Open Data on AWS 8.
The Data Cube Builder on AWS application takes 30 minutes
to process one year of Sentinel-2 images for each single tile, as
shown in Table 1.

Tiles Period Time elapsed Cost (U$)
1 1 year 30 mins 7.00
90 1 year 18 hours 630.00
544 2 year 13 days 7616.00

Table 1. Time elapsed and cost to produce EO data cubes using
the Data Cube Builder on AWS.

The Data Cube Builder on AWS is a serverless application op-
timized for cloud computing environments. This is its main ad-
vantage over other solutions for EO data cube production, such
as gdalcubes (Appel and Pebesma, 2019) and Data Cube on
Demand (DCoD) (Giuliani et al., 2020). Appel and Pebesma
(2019) present a use case study using gdalcubes on a local ma-
chine and remark that the rational trend for large data sets is to
move computations to cloud platforms where the data is already
available. They argue that its is possible to run several of gdal-
cubes worker instances in containerized cloud environments to
allow process distribution over many compute instances.

8 https://registry.opendata.aws/brazil-data-cubes/
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Figure 5. Architecture of Data Cube Builder on AWS.

Figure 6. Graphical interface of Data Cube Builder on AWS - Data Cube Definition.

The DCoD is a solution to automate the generation of an Open
Data Cube (ODC) instance virtually in distinct infrastructures,
including the process of selecting, ordering, downloading and
ingesting Analysis Ready Data (ARD) of remote sensing im-
ages (Giuliani et al., 2020). Giuliani et al. (2020) argue that
there are ODC instances already running on AWS and so it
should be possible to deploy the DCoD approach on this type
of environment too.
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