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ABSTRACT: 

 

Monitoring changes of land cover near water bodies and water bodies themselves represents a part of environment protection and 

management. The management can be done at the global or local level. The local level requires more detailed data, which can be 

collected i.e. by means of aircraft or UAV. The paper describes a case study focused on the utilization of UAV-based RGB data to 

monitor land cover near the pond Baroch, which is located in the Czech Republic, near the city of Pardubice. The area is specific – it 

is a small pond accompanied by several smaller pools and connecting canals and surrounded by meadows (often watered), reeds, 

bushes and some trees Used data were collected by authors by in advance planned flights in August, September, October, November, 

and December 2021. Support Vector Machine, Maximum Likelihood, Random Trees, and Deep Learning are used as methods to 

process data and detect land cover changes. Manually interpreted data are used as reference data. Because of the nature of the data 

(only R, G, and B bands), classification into bare land, the water, vegetation, dry vegetation, and wet vegetation classes only was 

used. Very high heterogeneity of the observed area, availability of RGB bands only, and very high spatial resolution (1,9 cm per 

pixel) led to isolated cells.  
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1. INTRODUCTION 

The human population modifies its environment. The scope and 

nature of changes have increased along with the growth of the 

population and used technologies. The Earth surface 

transformation belongs to the key changes. Agriculture, 

cropping, forestry, deforestation, and urbanization can be given 

as examples of such changes (Vitousek et al. 1997). 

 

Land cover mapping and land cover change detection require 

serious data and information to make evidence-based decisions. 

Land cover/land use identification and change detection can 

provide important information to support environment 

management. Remotely sensed data has been successfully used 

for land cover/land use identification since the 70s along with 

the Landsat satellite system existence (Bukata, Harris and 

Bruton, 1974; Saharan et al., 2018). Potapov et al. (2020) have 

proposed and impemented algorithms and web portals to 

provide Landsat Analysis Ready Data. The data are generated 

automaticly in a consistent way so they can be used as an input 

for land cover/land use identification and change analyses. 

 

Many various methods can be used for land cover identification. 

Wang et al (2020) identified the following key categories of 

methods: a) rule-based approaches (e.g. decision trees); b) data-

driven approaches (e.g. k-nearest neighbor – k-NN, support 

vector machine – SVM, and Deep Learning – DL); c) reinforced 

learning (e.g. Q-learning); d) ensemble methods based on use of 

multiple models.  

 

For local management, which needs to focus on smaller areas, 

e.g. on on small water bodies, very high spatial resolution and 

very low elevation data can be very important because of the 

required high level of detail. An unmanned aerial vehicle 

(UAV), called drone or remotely piloted aircraft system (RPAS) 

too, is a suitable carrier for such data collection.  

 

UAVs are increasingly used due to their ability to allow a fast 

area sensing in the required time, i.e. on demand, and to provide 

data with a very high spatial resolution at the same time. The 

price of imagery, especially in the case of a long-term imaging 

of a small area, may be significantly lower than of the 

traditional data sources (satellite and aircraft imagery). The 

widespread of UAVs as a data source is another reason for 

choosing this device. At the same time, legal and weather 

conditions must be respected too (Salamí, Barrado and Pastor, 

2014; Gallop et al., 2015; Pásler, Komárková and Sedlák, 2015; 

Iizuka et al., 2018). 

 

Low cost (or older) UAVs are usually equipped with RGB (only 

R, G, and B bands) camera. It means, specific methods and 

approaches have to be used, as far as other spectral bands are 

missing. NIR (near-InfraRed) is the very typical example 

because NIR band is important for usual vegetation spectral 

indices calculation, e.g. the normalized difference vegetation 

index (NDVI). 

 

Many spectral indices based on RGB bands only have been 

proposed to allow observation of vegetation, including its health 

status and volume, e.g. ExG – Excess Green, NExG – 

Normalized Excess Green (both Woebbecke et al., 1995), ExR – 

Excess Red (Meyer, Hindman and Laksmi, 1999),  GLI – Green 

Leaf Index (Louhaichi, Borman and Johnson, 2001), VARI – 

Visible Atmospherically Resistant Index (Gitelson et al., 2002), 

CIVE – Colour Index of Vegetation Extraction (Kataoka et al., 

2003), ExG - ExR difference (Meyer et al., 2004), RGBVI – 

Red-Green-Blue Vegetation Index (Bendig et al., 2015), and 

many others. 

 

Classification methods, both supervised and unsupervised, can 

be used for RGB datasets themselves and for calculated spectral 
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indices. Classification of spectral index can lead to better 

results, as shown e.g. by Komarkova and Jech (2020). 

 

The unsupervised methods cluster pixels according to the 

similarity of a given classification class. ISODATA and K-

means belong to the frequently used methods. The number of 

output classes is their only input parameter (Bijeesh, 2020). 

The supervised classification starts with choice of appropriate 

training set. The training set represent the correct outputs 

classes of the classification. The training set is then used to 

classify the test set (Zhao and Liu, 2007). Choice of the good 

training set is time demanding, e.g. to prevent choice of 

overlaps. Maximum Likelihood represents very popular method, 

which has been successfully used in a long term (Stigler et al., 

2007). Support Vector Machine (SVM) has been lately popular 

too but it is more suitable for smaller data sets (Mountrakis et 

al., 2011). 

 

The paper is focused on land cover classification of small water 

bodies and their surroundings using UAV-borne RGB data. 

Small water bodies are chosen because they are often not 

monitored with the necessary attention although they represent 

an important landscape element – as a water source (Heine et 

al., 2015), and can cause a significant damage in the case of a 

natural disaster too.  

 

Within our case study we focus on an atypical small water body 

– a small pond accompanied by several smaller pools and 

connecting canals. They are surrounded by a meadow (often 

watered), reeds, bushes and partly trees. Land cover changes 

have started to be observed in the area along with introduction 

wild horses as a mean of environment protection and 

management in this area. 

 

The main aim of the paper is to compare suitability of SVM, 

Maximum Likelihood, Random Trees, and Deep Learning for 

UAV-borne RGB data classification for land cover 

identification near a small water body. We demonstrate results 

within a case study focused on the pond Baroch. 

 

2. DATA AND METHODS 

2.1 Used Procedure and Software 

The whole procedure consists of the following steps: 

• Area of interest definition  

• Repeated data collection by means UAV  

• Data processing 

• Result interpretation and visualisation  

 

Pix4D mapper (version 4.13.1) software for iOS was used for 

the flights planning. ArcGIS Pro (version 2.9) was used for data 

processing and visualisation. 

 

2.2 Area of Interest 

The study is focused on a small area during time series of 

5 records. Pond Baroch was chosen as the area of interest (see 

Figure 1). Pond Baroch is a part of nature reservation with 

evidence number 1926. The pond is situated south to southwest 

of the village Hrobice near the city of Pardubice, the Czech 

Republic. The area is managed by the Regional Office of the 

Pardubice Region. The size of nature reservation is around 

30 000 square meters. The reason to protect this nature 

reservation is a grounded pond, adjacent reeds, forest and 

meadow communities, ornithological locality. 

The pound Baroch consists in fact of several smaller pools, 

which are connected by water canals. They pools are 

surrounded by meadow (often watered), reeds, bushes, and 

mostly individual trees. Wild horses were moved to the are to 

manage the area and protect rare kinds of vegetation.  

 

 

Figure 1. Localization of pond Baroch (Esri, 2022) 

 

2.3 Data Collection 

DJI Mavic 2 DUAL ENTERPRISE was used for data 

collection. The key characteristics of this UAV are as follows 

(DJI, 2022):  

• Weight 899 g 

• 4 motors 

• Max. flight time approximately 31 minutes  

 

The drone contains build-in ultra-HD and thermal camera. The 

visible camera is equipped with an F2.8 lens with a 24mm focal 

length and a viewing angle of 85 degrees. The build-in camera 

is assigned to drone by 3-axis gimbal (DJI, 2022). 

 

The planned flight was used for comprehensive data collection. 

The planned flight ensures low data redundancy, selects the 

optimal points for capturing images (waypoints) and ensures a 

smooth flight of the desired area. Additionally, it ensures that 

the same area is monitored. The flight was planned in Pix4D 

mapper software for iOS and planned according to the rules for 

obtaining high quality data (Pix4D, 2022). Data from the 

planned flight led to individual images with 60 % overlay with 

each other. The flight altitude was 60 m. Also, the flight itself is 

subject to the legislation on the operation of unmanned aerial 

vehicles. The rules on flying are administered by the Civil 

Aviation Authority – CAA (CAA CZ, 2022). 

 

Data were obtained in the same day time, around 11 AM, during 

August, September, October, November and December, year 

2021. The date of data acquisition was around 25 of each 

month. To ensure the same quality data, the flight was planned 

in advance with respect to light condition. Similar light 
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conditions during the data collection support quality of data 

(Buyukdemircioglu and Kocaman, 2021). Additionally, data 

collection around noon allows to minimize shadows. No 

atmospheric corrections were done because of the low flight 

level. Figure 2 shows one of the output mosaics. The area of 

interest was limited to the south part (see Figure 3). 

 

 

Figure 2. Mosaic of the Pond Baroch obtained by UAV 

 

2.4 Processing Methods 

This paper is focused on supervised methods for image 

classification. Maximum Likelihood, SVM, and Deep Learning 

were used. Maximum Likelihood represents the most common 

supervised (Stigler et al., 2007) method and SVM provided 

good results in previous study (Komarkova and Jech, 2020). 

 

Maximum likelihood (Stigler et al., 2007) classification 

assumes that the statistics for each class in each band are 

normally distributed and calculates the probability that a given 

pixel belongs to a specific class. Unless a probability threshold 

is chosen, all pixels are classified. Each pixel is assigned to the 

class that has the highest probability (that is, the Maximum 

Likelihood). If the highest probability is smaller than a specified 

threshold, the pixel remains unclassified. ArcGIS Pro maximum 

likelihood method using input data of raster image and signature 

file, which contained training sets (2 samples per each class), 

was used. The default ArcGIS Pro settings were used.  

 

Support Vector Machine is a supervised learning model with 

associated learning algorithms that analyse data for 

classification and regression analysis (Lazar and Shellito, 2009). 

SVM is one of the most robust prediction methods, being based 

on statistical learning frameworks or Vapnik–Chervonenkis 

theory (Vapnik and Chervonenkis, 1974). Given a set of 

training examples, each marked as belonging to one of two 

categories, an SVM training algorithm builds a model that 

assigns new examples to one category or the other, making it a 

non-probabilistic binary linear classifier. SVM tool (ArcGIS 

PRO, 2016) maps training examples to points in space so as to 

maximise the width of the gap between the two categories. New 

examples are then mapped into that same space and predicted to 

belong to a category based on which side of the gap they fall 

into. ArcGIS Pro default settings were used. 

 

Deep Learning has been increasingly used in remote sensing for 

land cover identification (Ma et al., 2019). ArcGIS Pro default 

settings were used. 

August 

 
September 

 
October 

 
November 

 
December 

 

Figure 3. Data time series of Baroch 
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Random Trees: ArcGIS Pro default settings were used; the only 

input was the training set. 

    

Figure 4. Comparison of Majority filter use 

 

The target classes were set to: water (clear water surface), green 

vegetation, wet vegetation (vegetation in flooded areas), 

bareland, dry vegetation, freshly cutted vegetation (withered, 

i.e. its colour was different). 

Images obtained by UAV have very high spatial resolution, 

specifically 1,9 cm per pixel. For this reason, filtration was 

applied to classified images to remove individuals classify pixel 

to others group. Majority filter was performed on classified 

images, but it had to be run at least 12 times to provide the first 

visible results, see Figure 4. Because of very high spatial 

resolution we have decided to not use majority filter in the end. 

 

3. RESULTS AND DISCUSSION 

Results from supervised classification methods (Maximum 

Likelihood and Support Vector Machine) are shown by 

Figure 5; Figure 6 shows legend for the classes. 

 

Maximum Likelihood SVM Deep Learning 

August 

   
September 

   
October 

   
November 

   
December 

   

Figure 5. Results from supervised methods 
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Figure 6. Legend of classes 

 

Kappa coefficient was calculated for each output. The best 

classification according to the Kappa was for SVM in August, 

with the value 0,56; for Maximum Likelihood in August with 

the value 0,55; for Deep Learning in September with the value 

0,74. Reason for lower Kappa can be very high spatial 

resolution and heterogeneity of the area, which can lead to 

many individual pixels. Comparison of identified classes by 

count and manual identification shows Figure 7. It shows that 

classification into water, vegetation, dry vegetation, and wet 

vegetation classes can be done for RGB data with acceptable 

results.  

  

 
 

 
 

 

 

Figure 7. Comparison of classifications results 

 

 

4. CONCLUSIONS 

Environment protection and management has an increasing 

importance. This applies to the water management too. Small 

water bodies belong to important local water sources but it is 

quite complicated to identify them well (i.e. precisely) from 

freely available satellite imagery like Landsat.  

 

Data obtained by an UAV provide very high spatial resolution 

data. That data has big advantage which is detail. This high 

detail can be also disadvantage because of the high detail itself. 

Particular land covers cannot be easily manually identified from 

images with a very high spatial resolution. On the other hand, it 

is just more complex data set for machine learning. Individually 

classified pixels represent a problem occurring during 

supervised classification of very highly detailed images. 

Majority filter can help with that; but our study shown that 

using majority filter 16 times provided some acceptable results. 

 

Supervised methods for RGB images classification can quite 

precisely classify into water, vegetation, dry vegetation and 

cutted vegetation. These classes are spectrally distinguishable 

and can be easily classified. 

 

Deep Learning is a modern approach of imagery classification. 

It was the best classifier in our case study, it provided the 

highest precision of classification. Even its worst result was 

better than results of other used methods. There is one key 

limitation – Deep Learning is a time demanding method, which 

requires good training of the model. 
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