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ABSTRACT:

To address the multi-modal spatio-temporal data efficient scheduling problem of the diverse and highly concurrent visualization
applications in cloud-edge-terminal environment, this paper systematically studies the cloud-edge-terminal integrated scheduling
model of multi-level visualization tasks of multi-modal spatio-temporal.d@yaaccurately defining the hierarchical seniant

mapping relationship between the diverse visual application requirements of different terminals and scheduling tasks, we propose a
multi-level task-driven cloud-edge-terminal multi-granularity storage-computing-rendering resource collaborative scheduling
method. Based on the workflow, the flexible allocation strategy of cloud-edge-terminal scheduling service chain that consider the
characteristics of spatio-temporal task is constructed. Finally, we established a cloud-edge-terminal scheduling adaptive optimization
mechanism based on the service quality evaluation model, and developed a prototype system. Experiments are conducted with the
urban construction and construction management, the results show that the new method breaks through the bottleneck of traditional
spatiotemporal data visualization scheduling, and it can provide theoretical and methodological support for the visualization and
scheduling of spatio-temporal big data.

1. INTRODUCTION scene dynamic changes for the visualization application (Peters
et al., 2017. Diverse visualization tasks are interwoven, highly

The development of social network, sensor network, Internet fonairrent and relies heavily on storage, computing and
Things (loT) and their multi-layer coupling data collection andyisualization resources (Yang et al., 20fMong et al., 201R
recording technology makes the acquired spatio-temporal datehe core problem for multi-level and diverse visual scheduling
of social world, computer world and material world have multi-of multi-modal spatio-temporal data has been studied by the
modal characteristics. These multi-modal spatio-temporal datgsearchers, include null data visualization task model, dynamic
describe the holographic feature information of multi-spatio-temporal data scheduling, resource scheduling in cloud
granularity spatio-temporal objects in the full life cycle, such asnvironment and so on. According to the decomposition of the
the position, geometry, behavior, and semantic relationship Gfisualization task and the association between tasks, the
the multi-granular spatio-temporal objects. Multi-modal spatio-spatiotemporal data visualization task model can be divided into
temporal data generally includes photorealistic fine geometryiow-level, high-level and multi-level three categoridsnr et
textures and materials, video, photos and non-photorealistigl., 2005 Tory et al., 2004Brehmer et al., 2033 Pike (2009)
computing and simulation result data, abstract expressioRasfocused on data processing methods in visualization and
symbols Yalencia et al., 2015 These unstructured and sparse analysis applications, which typical contents include browsing
data make a huge challenges for storage, computing, angentification, coding, abstraction, figuration and filtering
rendering Wang et al., 2013yang et al., 2013). In order to (ward et al., 2010 The description of the high-level
satsfy the requirements of high concurrency and high real-timgisuaization task model mainly focuses on the differences in
during multimodal spatio-temporal data visualizafiamybrid  the visual analysis stage, and its typical contents include data
architecture integrating cloud computing, edge computing angollection, data browsing, and data analysis and s®lanemi,
multi-terminal  (cloud-edge-terminal) can be an effective2016. Andrienko 003 and NusratZ015 have shown that the
solution Although the hybrid architecture effectively reduce multi-level visualization task model can uniformly describe the
network delay and improve response speed by accelerating t8gupling relationship between tasks, which typical contents
computing with the edge equipment near the user ternitnal, include  visualization — purpose, visualization — method,
may also greatly increase complexity and instability of resourcgisualization content, visualization time, visualization space,
scheduling $hi et al., 2016 Satyanarayanan 20L7The  and visualization useHowever, the existing visualization task
massive, high-dimensional and dynamic characteristics ofnodel is mainly data-centric, and it is difficult to meet the
multi-modal spatio-temporal data lead to visual content andiverse and highly concurrent needs of visualization tasks
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Efficient spatio-temporal data dynamic scheduling method isn this paper, a new cloud-edge-terminal resources collaborative
the key to realizing high performance large-scale spatioscheduling model for multi-level visualization of large-scale
temporal data visualization and other applications. For largemulti-modal data is proposed. Flsstwe systematically study
scale terrain rendering, mainly by constructing a terrairthe integrated scheduling model of cloud-edge-terminal for
pyramid and dynamically scheduling terrain tiles of differentmultimodal spatiotemporal data multi-level visualization tasks.
resolutions to achieve high efficient and high fidelity terrainThis model accurately depicts the hierarchical semantic
scheduling and visualizatioiKéng et al., 2010Strugar et al., mapping relationships between the diversified visualization
2009. At the same time, a multi-level of detail model has beerapplication requirements of different terminals and scheduling
construt to solve the visualization of the urban 3D model withtasks. Then, a multi-granularity storage-computing-rendering
uneven spatial distribution, and the Out-of-Core Renderingesources collaboration method based on multi-level
technology is used for scheduling and visualizatigiagon et  visualization task-driven is proposed. Finally, an adaptive task-
al., 2007 Li et al., 2011, Biljecki et al., 2013 The performance driven scheduling engine system is developed.

of existing visualization and scheduling methods of spatioThe remainder of this paper is organized as follows. Section 2
temporal scenes mainly rely on the spatial index, dynamic datescribes the system and method. Section 3 presents the related
scheduling and data simplification and other optimizationexperiments. Section 4 summarizes this work and discusses
methods Chen et al., 201,5Maglo et al., 2015Petring et al., future research directions.

2013. However, the most of existing visualization and

scheluling methods are mainly focused on graphical algorithms, 2. METHOD
which lacks collaborative scheduling of visualization system ) _
resources. Generally, the existing spatio-temporal datd.1 Cloud-edge-terminal resour ces collaborative

scheduling schemes are mainly based on the optimization &¢heduling model

graphics algorithms, which can take into account the diversified L ) )
network environment and the differences in visualizationln g9eneral, there are three characteristics of multi-modal spatio-

equipment to a certain extent. However, the scene organizatidfmporal data in cloud-edge-terminal application environment,
method determines that the spatio-temporal scene data needs$tgred in the cloud center, accelerated computing at the edge
be processed according to a specific organization formS€rver and used in multi-terminal applications. As the
resulting in a fixed scene representatidhthe same time, this traditional spapo-tempor_al data V|suaI|zat|on_ schedullng_malnly
scheduling method optimized by graphics can no longer med@ucs on the single spatio-temporal scene display task, it cannot
the needs of diversified visualization for diverse computing™€et the needs of multi-terminal diversified visualization
platforms and access terminav/éns et al., 2014vangelidis _appllcatlons. Almln_g at the Ilmltatlon,_ a cloud-edge-termlnal
et al., 2a4; Hahnle et al., 2025 |ntegrateq schedyllng_ m(_)del for multl-modal spatlo-_temporal
In the cloud environment, storage, computing, and renderinﬂata mu_ltl-level V|s_uaI|zat|0n_tasI_<s is proposed. The integrated
resources are integrated into a huge virtual resource pocicheduling model is shown in Figure. 1. There are three steps
According to the demand for resources, multiple computinngOlved_ in the cloud-edge-terminal resources collaborative
nodes, which can be instantiated in the resource pool. Thefcheduling model. ) ) _ )

tasks such as data analysis and computing, and scene rendednyl ~ Construction of hierarchical semantic mapping

are distributed and run on different computing nodes in thé€fationship between the multi-level visualization tasks and

form of services or applications. How to allocate tasks withschedulingtasks ] .

different resource requirements to various computing nodes arffiSed on the four dimensions of spatio-temporal dBatd),

the dynamic expansion of computing nodes have become apdytical computing model (Model ), human-computer
research hotspot in resource scheduling in the cloudnteraction (nteraction) and rendering Render ) included in
environment, thereby improve load balancing and maximizéhe visualization, the multi-modal spatio-temporal data
task execution efficiency with the premise of satisfying usewisualization task can be denotasl

service quality. There are two types of resource scheduling in VTask=(Data, Model , Interaction, Render ) Q)

the cloud environment: traditional resource scheduling ang ... VTask = multi-modal spatio-temporal data

heuristic scheduling. Although the traditional reSOUrCe, o\ ~ii>ation task

scheduling method has a simple algorithm and low computin . . .
cost, its performance and flexibility are not high enough, Which%y constructing data browsing, data analysis and knowledge

unsuitable for complex network environments and taska_cquigitio_n model._% in the muIti-mod_aI spatio-temporal data
scheduling with complex relationships between subtaskswsuahz.at'or.] requirements, the_multlfmodal spaho-tem_poral
Although the heuristic scheduling algorithm is an ef'fectived.ata ylsu_allzatlon tas_k 1S deS(_:rlbed in three Ievels:_ display
method to find the multi-objective optimal solution, there arewsuallzatlon t§5k which only |r!cludes_ dat_a s_chedullng and

! cene rendering task, analytical visualization task and

still some defects. As the online video, augmented reality an xploratory visualization task. Analytical visualization task

\snt::léfll flrjiilt'itgn:eglr:%es Zﬁ‘g\r,vr:zgcgyrteheui?é%:r:tglq‘o?agcmgr%amy includes data scheduling, computing analysis and scene
P q g|’endering task, whereas exploratory visualization task includes

gg:ﬁyhtﬁf“chyasc‘l)c? tzgtl':\l arfso%lﬁ:efocr;vr?crgﬁtgttigzugzvgr]ﬁa Celzouripata scheduling, computing analysis, interactive computing and
puting 9 98, €3 ene rendering task.

on heavy cloud computing that is far away from the user

terminal will inevitably lead to a bottleneck effect. For the VTask, =(Data, Render )
diverse and high-concurrency and high real-time application VTaSkA:<Data,ModeI,Render> ©
requirements of large-scale spatio-temporal data, optimizing the .
collaborative scheduling algorithm of resources under the VTask. =(Data, Model , Interaction, Render )
cloud-edge-terminal  hybrid architecture becomes verywhere VTask, =display visualization task
important Chen et al., 20165hi et al., 2016
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Figure.1 Integrated scheduling model of cloud-edggeminalfor multi-level visualization tasks

VTask, = andytical visualization task includes the spatio-temporal data interactive computing task
VTask. = exploratory visualization task mapping/.'l'aslg/ _ (STask, ,STask, )
According to the three levels of content contained in the multi- D’
level visualization task model, the multi-level visualization task VTaskA:<S“I'askD , STaskA,STaskV> ©)
model can be described as: VTaskE:<SI'askD,Sl'askA,STask, ,STasK,)

VTaskMode =(VTask, ,VTask, ,VTask 3
° (VTask, A e © 212 Finegrained decomposition of scheduling tasks

Then, the system-level resources and spatio-temporal data SCef§sd on spatiotempor al semantic association
optimization content on which the display, analytical, and, order to reduce the complexity of the task and improve the
exploratory visualization tasks in the multi-level visualizationpgjance and efficiency of the assignment of subsequent
task model are defined. In order to realize the hierarchicalcheduled tasks. it is necessary to finely decompose the
semanti_c mapping of the mglti-level visualization task t_o thejscheduling subtasks at different levels according to the
scheduling task, we establish the dependency relat'O”ShEbatiotemporal semantic  association of multimodal
between the multi-level visualization task and system resourc&patiotemporal data. At the same time, consider decomposing
and data content. The multi-level visualization task can bghe information interaction relationship between scheduling
converted into mdiHlevel scheduling task that include data subtasks, constructing a combination of different levels of
scheduling task, computing analysis task, interactive computingche(-ju“ng subtasks and nested task. SEten in order to
task and rendering task. reduce the degree of information interaction between the
STaskModel =(STask,, , STask,,STask, ,STask,)  (4)  decomposed subtasks and improve the matching efficiency and
where  STaskModel = multi-level scheduling task accuracy of tasks and resources, the decomposed subtasks are
STask, = data scheduling task grouped. T_WO _fact_ors sho_uld_be cor_15|dered Wht_er_1 grouping,
subtasks with high information interaction are classified into the

STask, =computing analysis task same group as much as possible, and the workload of each
STask, = interactive computing task group is balanced. Specificallgpatio-temporal data scheduling
. tasks can be subdivided into sub-tasks such as basic scene data
= k . . : h
STask, =rendering tas scheduling, dynamic scene data scheduling, data scheduling

At the same time, display visualization task can be mapped t@quired for computing analysis, and data scheduling required
spatio-temporal data scheduling task and spatio-temporal dafgr interactive computing. The spatio-temporal data scene
scene rendering task. Analytical visualization task add @endering tasks can be subdivided into sub-tasks such as basic
spatiotemporal data computing and analysis task mappingcene rendering, dynamic scene rendering, scene interactive
compared to display visualization task. Compared to analyticgendering, etc. For space-time data computing and analysis
visualization task, the exploratory visualization task further
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tasks and interactive computing tasks, fine-grainedinvolved in the multi-granularity storage-computing-rendering
decomposition is required according to data content andesources collaboration method.

computing analysis content. The data required for computing.2.1  Construction of workflow for storage-computing-
generates the corresponding data scheduling task, and the resadering resources collaboration based on spatio-temporal
generated by the computing is converted into the correspondirsgmantics and distribution characteristics

scene rendering task. First of all, the infrastructure in cloud computing technology is
213 Cloud-edge-terminal integrated scheduling model used to gather the storage, computing and rendering resources
and wor kflow distributed in the system to form a resource pool that can be

According to the characteristics of multi-modal spatio-temporabllocated on demand. Then according to the spatio-temporal
data in the cloud-edge-terminal application environment, thelata reading and writing, analysis model and scene optimization
storage resources, computing resources and rendering resourtesleal with the demand for resources. Multi-granular storage,
on the cloud side can be described as: computing and rendering services that can be dynamically
Reg)urce:<ReSD'Re$:'Real> (6) configured and instantiated are published and managed by
microservice architecture. Then, according to the requirements
of spatio-temporal scene data and the demand for the operation
Res. =computing resources of storage, computing and rendering resources, constructing a
Res, = rendering resources workflow  for  storage-computing-rendering  resources

The st inl ‘ dat heduling t collaboration based on spatio-temporal semantics and
€ storage resources mainly perform data scheduling taskgeyintion characteristics. In addition, according to the spatio-

whereas computing resources mainly perform COrmou“n%mporal semantic association relationship and distributed

analysis and interactive computing tasks. The renderin torage characteristics of multimodal spatiotemporal data is

resources ma_LinIy perform rendgring tasks. By building a t_as andled. Task workflow include data scheduling tasks, scene
manager for integrated scheduling on the cloud-edge-termlnqj ndering tasks, computing analysis tasks and interactive

the computing, storage and rendering resources on the clou Smputing tasks and so on. Finally, establish a dynamic

edge-terminal are scheduled in an integrated manner. Tqﬁapping relationship between the storage-computing-rendering

cloud?edge-terminal integrated - scheduling model can b?esource collaborative scheduling workflow of cloud-edge-
described as:

terminal and the multi-granularity storage-computing-rendering

where ReSD = storage resources

ResourceModel = (CloudResourceModel, (6)  services of cloud-edge-terminal.
EdgeResourceModel , Ter minal ResourceMode! ) 2.2.2 Dynamic construction of cloud-edge-terminal
where  CloudResourceModd = Cloud centre collaborative scheduling service chain based on workflow
EdgeResourceMode = Edge server The collaborative scheduling workflow for storage-computing-

. — User terminal rendering resource on the cloud side provides a template
TermnalR@ourgeModeI = Userterminal resources process for multi-level scheduling tasks on the cloud-edge-
The cloud centre mainly provides computing and storag¢erminal, such as task scheduling, resource allocation, and status

resource functions, and performs ~computing  analysiSyonitoring. Based on the collaborative scheduling workflow at
interactive computing and data scheduling task. The edge servgj, cloud-edge-terminal, the multi-granularity  storage-

mainly provides computing, storage and rendering resoUrCc€mputing-rendering  service can be constructed as a

functions, and performs computing analysis, interactive,q|ianorative scheduling service chain according to demand,
computing, data scheduling and rendering tasks. The USGhich shown in Figure. 2. First, build a service chain with

terminal resources will vary greatly according to the differencegjigrerent granularity of storage-computing-rendering services as
between high-performance ~desktop terminals, lightweighhagic units, and these service units can be dynamically
mobile terminals, and virtual-augmented reality devices. Aftel.ompined in the service chain. Then, according to the storage,
all, the cloud-edge-terminal integrated scheduling model C8Bomputing and drawing task requirements involved in the

achieve a complete description of the storage, computing andheqyling task, the scheduling service chain combines the
rendering resources of the cloud centre, edge server and Us@fvice units of multi-granular storage-computing-rendering

terminal resourcesAt the same time, the cloud-edge-terminal qoyices. Finally, the scheduling tasks of the scheduling service

integration model establishes the corresponding relationshipnsin are automatically executed based on the scheduling
between these resources and different levels of scheduling taskskfiow.

Through the mapping relationship between these scheduling, 3 Flexible allocation strategy of scheduling service
tasks and multi-level visualization tasks, the CIOUd'edgeE:hainconsideringspatio-temporal char acteristics

terminal integration model realizes the construction of therpe cloud-edge-terminal scheduling service chain not only
dependency relationship between  different levels  Ofaq4s to dynamically combine service units according to the
vnsuallzatlo_n tasks and cloud-edge-terminal storage, CompUt'”ﬁéquirements of scheduling tasks, but more importantly, it
and rendering resources. _ _ should provide a flexible service allocation mechanism. The
2.2 Multi-granularity storage-computing-rendering  fiexible service allocation mechanism can allocate resources
resour ces collaboration method according to the scheduling tasks and cloud-edge-terminal

. - . . I rce | requirement t ickly r nd to vari
According to the characteristics and requirements of different. ;o0 o€ oad requirements, so as to quickly respond to various

) . . Fcheduling task requests of each user terminal. At the same time,
levels of tasks, a multi-level task-driven cloud-edge-termina . ; . . X
due to continuous access to real-time data, interactive operation

multi-granularity storage and drawing resource collaborativefs atio-temporal scenes and other reasons. changes in Spatio-
scheduling method is designed. The new method enables the P P ' g P

. : emporal scenes may cause mutations in scheduling tasks.
cloud-edge-terminal storage and drawing resources t

collaboratively handle mtitlevel scheduling tasks such as ?herefore, it is necessary o carry out special targeted task

spatio-temporal  data  scheduling, spatio-temporal datglchedullng and resource allocation optimization for the

comouting analvsis. soatio-temporal data interactive comoutin Scheduling service chain based on the characteristics of spatio-
puting YSIS, Sp pora R Qemporal tasks. Furthermore, we stablished a flexible allocation
and spatio-temporal scene drawinghere are three steps
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strategy of cloud-edge-terminal scheduling service chain which considering the characteristic of spatio-temporal task.
. e e e o
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Figure.2 Task driven multi-granularity storage-computing-rendering resources collaborative scheduling mechanism

microservice architecture with high performance, high

3. EXPERIMENTAL ANALYSIS availability and high scalabilty was built to realize
decentralized governance in a high scalable cloud environment.
3.1 Cloud-edge-terminal resour ces collaborative  We use the 3D model data of Shenzhen to build theci8D
scheduling prototype system construction scene, and dynamically access the IOT sensor data to build a

. ) ) multimodal spatio-temporal dataset. Aiming at different user
Based on task-driven collaborative scheduling method of cloudgrminals  such  as high-performance  desktop teamin

edge-terminal multi-granularity - storage-computing-renderingjghiweight mobile terminal and virtual / augmented reality
services, an adaptive and task-driven scheduling engingrminal, three levels of visualization are used to verify the
prototype system was developed. We built a distributed cloudsffectiveness of the cloud side collaborative scheduling
edge-terminal hardware environment composed of diversifiegrototype system in this paper. The cloud-edge-terminal

terminals (terminal), edge server cluster (edge), cloud ceni¢picroservice architecture of collaborative scheduling engine
equipment (cloud) and network equipment for testing. Aprototype systeris shownin Figure. 3.

Diversified terminals

0l Es de

Diversified terminals

- . 2 Storge Docker
Diversified terminals 5 ., B
Computering Docker

Eﬂ Rendering Dogker
P

Storge Docker

Computering Docker _

D i aglly Storee Docker Rt 2 Rendering Docker | *
m‘} * Computering Docker Edge Node
3Rundmiug Docker i [ j

Edge Node ™

Computering Resources

Cloud Center
Figure. 2 The cloud-edge-terminal microservice architecture of prototype system

The traditional integrated GIS architecture has many problemsultilingual service description. Lightweight communication
such as centralized deployment, high coupling betweemechanism is used for data interaction between services and
components, and difficult to maintain and continuously updateservices Thus, it can ensure the mutual invocation of
In this paper, the GIS microservice architecture is designed toeterogeneous services and support the independent
realize decentralized deployment, loose coupling betweedeployment of service#t the same time, through the service
services, decentralized governance in a highly scalable clouggistry to manage and track the call dependency relationship
environment, and significantly improve the agility and between services, we can realize the efficient management of
maintainability of multimodal spatiotemporal data visualizationmulti granularity services with complex relationship.

system iteration. The container management of microserviseshown in figure
According to the idea of GIS microservice architecture, thet. Container technology is used to package the service and its
traditional integrated service application architecture isdependent software running environment as image. Each
decomposed into independent service clustéach service in  service is packaged through docker container, and unified
the service cluster runs in its own process and uses a unifisgrvice arrangement and management are carried out through
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kubemnetes. At the same time, isito is used to build and managgerver cluster (edge), cloud center equipment (cloud) and
the service mesh composed of mutual calls betweeRetwork equipmentThen, we simulate multi-user concurrency

microservices. in multi-terminal to build a large-scale user high concurrency
o experimental test environment. At laste test visualization
capabilities for different terminals, such as high-performance
I I I desktop terminals, lightweight mobile terminals, virtual /
| API G;ateway | augmented reality terminals, etc. Experiments show that the
Cont i i i
Cortainer choreography govermanee system can increase the number of service instances and
[service chain constructidn  [Service chain optimizatin [ Log servics ] improve the system throughput through horizontal expansion
Kubametes ™ process choregraphy| | Parameter for] [Monitoring alarm) when the resource conditions allow. For different terminals, the
(i i Elastic expansich system has the ability to store, compute and draw resources
Container engine [ Wirror Genter | adaptively
‘gt 3D microservicq [ DevOps tols |
Spatial analysi Geocodin - .
Docker | mictosenices] |_mictosanige | | -mieroservics E— In order to meet the needs of smart city construction, three
E typical cases are validated and analyzth@ visualization of
n Cloud storge CIoudcomputinﬁ Cloudrendering large-scale 3D city scene visualization, the visualization of
resources . . . . - .
openstack ESHEE e dynamic city traffic flow simulation, and the exploration of

Figure.4 Container management of microservices indoor fire evacuation. The result shows that the proposed
framework can effectively provide the multi-level visual
3.2 Experimental application application of multi-domain in the whole life cycle of urban

overview, planning, operation, maintenance, and emergency

In this paper, a cloud side distributed hardware test environmegjgagter response. The spatio-temporal multi-level visualization
is built, which is composed of diversified terminals (end), edg%pplication cases are shown in Figie.

Z % BE L N et r

(a) Large-scale 3D city scene visualization (b) City traffic flow simulation (c) Indoor fire evacuation simulation

Figure. 5 The gatio-temporal multi-level visualization application cases

4. CONCLUSION construction management, the results show that the new method
breaks through the bottleneck of traditional spatiotemporal data

Nowadays, the traditional spatio-temporal data visualizatiowisualization scheduling, and it can provide theoretical and
scheduling method of has been difficult to meet themethodological support for the visualization and scheduling of
requirements of diverse visualization applications of differenipatio-temporal big data.
terminals, as it is usually used for a single display task of
desktop terminals. Due to the limitations of the traditional
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