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ABSTRACT:  

The high resolution statistical data such as the number of households in small areas are indispensable for urban planning, disaster 

prevention and many kinds of business activities. However, it is difficult to obtain the number of households in small areas because 

census data are usually aggregated in municipal districts. Techniques for automatically analyzing statistical data, e.g., land cover, 

population density, and the number of households obtained from satellite/aerial images have been continuously studied. In recent 

years, many methods using deep learning have been proposed in the related literature. In estimating the number of households, the 

use of buildings, the number of floors and that of rooms are also important information, but it is difficult to obtain such information 

from only image analysis using deep learning. This study proposes a method for estimating the number of households in 100 meter 

grid cells from satellite images using deep learning, and adjusting it using ancillary data obtained from a few statistical datasets. The 

application of this method to Djakarta shows that the difference between the estimated values and the corresponding values of census 

is less than 10%. 

 

 

1. INTRODUCTSION 

Estimation of population distribution and the number of 

households in small areas over a region is frequently required 

for the analysis of spatial activities or regional planning, for 

example, urban land use zoning, disaster prevention in 

hazardous areas, environmental preservation along rivers, 

economic development in deprived neighborhoods, local area 

marketing, and so forth. To analyze these activities, statistical 

data in small areas are increasingly demanded in recent years 

(Smith, 2002). In practice, however, small-area data are not 

always easily available. Therefore, most studies use the data 

aggregated into municipal districts, typically, census data. The 

aggregated data are, however, often too coarse to analyze 

activities in small areas. The time resolution is also important 

but that of census data is too coarse, especially in developing 

countries, because census survey is carried out every 5-10 years 

in these countries. The coarse resolution makes timely analysis 

difficult. To overcome this limitation, a number of methods for 

producing small-area data is under development. 

 

A method for estimating population or the number of 

households in small areas is to utilize land use classification 

maps published by the government. However, these maps are 

usually updated at every other year, and hence it is difficult to 

obtain the latest land uses. To overcome this difficulty, 

alternative methods are proposed in the related literature. A 

method is: first, to generate a land use classification map from 

remote sensing data, and second, to estimate population or the 

number of buildings from the resulting map (Lu, 2006; Silvan-

Cardenas, 2010). The land use classification maps made from 

satellite images are also applied to many urban analyses, for 

example, the estimation of urban growth rate (Martinuzzi, 2006) 

and disaster recovery (Sheykhmousa, 2019). The procedure in 

these studies is: first, to collect images and statistical data; 

second, to generate of a land use classification map; third, to 

measure objects such as artefacts, and forth, to estimate 

population, city growth rates, and so forth. 

 

Besides land use classification maps, various kinds of statistical 

data are used for estimation of population or the number of 

households. For instance, Bast et al. (2015) estimated 

population by a regression model using OpenGeoDB, census 

and Open Street Map (OSM) data, which include polygons of 

buildings, points of interest (PoI), road networks, and land use 

maps. Robinosn et al. (2017) proposed a method which first 

classified patches of satellite images into 14 classes according 

to building densities, and second, estimated population by 

weighting a factor on each resulting class. Although this method 

required neither a land use classification map nor statistical data, 

it has a limitation in that the population distribution between 

residential and non-residential areas were not explicitly taken 

into account. As a result, estimated population was likely to be 

different from census data. 

 

In recent years, the deep learning method attracts attention in 

satellite/aerial image analysis. One of the advantages of this 

method is that it can automatically extract and identify features 

using supervised data (Krizhevsky, 2012). In remote sensing, 

the deep learning method is applied to various analyses, such as 

population estimation (Robinson, 2017; Silvan-Cardenas, 2010), 

land cover classification (Martin, 2015; Marco, 2015), and 

change detection in land use (Mou, 2018; Lebedev, 2018). 

 

Although the deep learning method applied to satellite images 

analysis is powerful, it should be noted that satellite images are 

not sufficient enough to estimate the number of households, 

because they do not indicate the number of floors of high-rise 

buildings, building uses, and area characteristics that are 

indispensable for estimating the number of households. In this 

study, we propose a method for estimating the number of 

households in small areas (smaller than census tracts) through 

the following two phases: 
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(i) to estimate the number of buildings from satellite images 

using the deep learning method,  

(ii) to convert the number of buildings to the number of 

households with adjustment processing using ancillary data 

obtained from POI, census, OSM, and other statistical data. 

This method was tested in Djakarta city.   

 

The remainder of this paper is organized as follows. Section 2 

introduces a method for estimating the number of households 

using the deep learning method with adjustment processing. 

Section 3 describes the results and discusses the accuracy of the 

proposed method. The paper ends in Section 4 with concluding 

remarks for future studies. 

 

 

2. METHOD 

2.1 Dataset 

The target area was Djakarta city. The satellite images used for 

our analysis were optical satellite images (SPOT) and synthetic-

aperture radar (SAR) images (TerraSAR-X). The resolutions of 

SPOT and TerraSAR-X images are 1.5 meters and 0.5 meters, 

respectively. SAR images are particularly useful for analyzing 

Southeast Asian countries, because these countries have many 

cloudy days. However, the visual resolution of SAR is lower 

than that of optical images. Therefore, it is difficult to count the 

number of buildings, especially in densely built areas. In this 

study, optical images were used together with a residential map 

(land cover map) created by SAR images. 

As for statistical data, we used the OSM (open street maps) in 

Indonesia (updated in 2017), the local zone map released by the 

government, the POI of high-rise buildings, and the census of 

Indonesia (updated in 2010).  

 

The OSM was used as supervised data for estimating the 

number of buildings in each cell, and POI for adjusting the 

number of households in a high-rise apartment building. To 

examine estimation accuracy, the number of households in each 

cell obtained from census data was regarded as the true number, 

which was compared with our estimated number. The result 

showed that there were a few areas where discrepancy was large. 

This discrepancy was corrected manually if we could find its 

causes. 

 

2.2 Estimation of the number of buildings by the deep 

learning method 

Our proposed method consisted of five steps shown in Figure 1. 

Section 2.2 introduces an application of the deep learning 

method to the estimation of the number of buildings in100 

meter grid cells using satellite images. 

 

Techniques for detecting building shapes from high-resolution 

aerial photographs or satellite images have been proposed by 

Bischke (2019), Hamguchi (2018) and others. As is noticed 

from Figure 2, in the case of SPOT optical images, the 

resolution was 1.5 meters, which was not sufficient enough to 

detect building boundaries accurately. Therefore, we did not 

employ a method for detecting the shape of buildings. Instead, 

we directly estimated the numbers of buildings in 100 meter 

grid cells using supervised data obtained from OSM data. Stated 

explicitly, the supervised data were pairwise 100 m grid cells 

data consisting of patches of SPOT images, and the number of 

buildings obtained from OSM data. Data in several local areas 

with low OSM accuracy were corrected by census data or visual 

confirmation. 

 

 

Figure 3 shows the architecture of our deep learning model for 

estimating the number of buildings. The input data were the 

patches of 100 m grid cells cut out from optical satellite images, 

and the output data were the estimated number of buildings in 

100 m grid cells. The model consisted of six convolutional 

layers, three pooling layers and one fully connected layer. The 

convolutional layer and the pooling layer were designed to learn 

the attribute values that were possibly effective for estimating 

the numbers of buildings. The fully connected layer was 

designed to estimate the number of buildings within each input 

patch. The activation function of the final layer was a liner 

function for regression type estimation (not classification type). 

In the learning process, the minimum squared error function 

was used to calculate the error between the numbers of 

buildings (ground truths) and the corresponding estimated 

values. 

At this intermediate phase, the number of households was equal 

to the number of buildings. This estimated number was adjusted 

by ancillary data in the following steps. 

 

Figure 2. SPOT image and building polygons from OSM. 

Figure 3. A deep learning network architecture of 

estimating the number of buildings. 

 

Figure 1. The outline of a proposed method. 
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2.3 Adjustment for non-residential area 

The numbers of households living in buildings varied according 

to whether buildings were residential use or non-residential use 

(specifically, commercial, industrial, or governmental uses). 

Therefore, non-residential use areas were adjusted by the map 

made from ancillary data shown in Figure 4. Stated explicitly, 

the map was constructed from OSM, the Google Street View, 

the local land use map provided by the government of Indonesia 

and the residential map generated from TerraSAR-X images 

(resolution is 0.5 m). 

 

The residential map referred to in the above was generated by 

the deep learning method that was applied to land cover 

classification (Hu, 2015; abdikan, 2016; Xu, 2017). We 

employed this method with the specification that supervised 

data consisted of two classes, namely urban or others. In a few 

areas in Djakarta, the training data were constructed from 

manually-made residential maps.   

 

The deep learning model for a non-residential map was almost 

similar to that for the residential map in Figure 3 except that the 

activation layer was replaced with the softmax function and the 

loss function was replaced with the cross-entropy loss function. 

Figure 5 shows the residential map obtained from the deep 

learning model.  

 

 

Note that the above model was the classification type model 

(not the regression type model), and that the estimated numbers 

in grid cells in non-residential areas were set zero. 

 

2.4 Adjustment for high-rise apartment 

The number of households in a high-rise apartment building 

was different from that in a detached house. Therefore, the 

number of households in a grid cell including high-rise 

apartments (which were known from POI) were adjusted by the 

number of rooms per floor and that of floors obtained from 

local real estate websites or booklets; that is, the value was 

adjusted by the number of households per floor multiplied by 

the number of floors. 

 

2.5 Adjustment for cloud covered area 

In processing satellite images, the numbers of buildings in the 

areas covered with clouds were adjusted by identifying the 

number of buildings known from OSM data.   

 

2.6 Adjustment for large deviation rates 

The number, ni, of households in each municipal district 

estimated by our method was compared with that, mi, of census, 

and the deviation rate, (mi - ni)/ mi was calculated across all 

municipal districts. The deviation rate is positive if the number 

of households reported in the census data is larger than our 

estimated value, and negative if it is less than our estimated 

value. The comparison showed that deviation rates were small 

in 254 municipalities, while, as shown in Figure 6(a), they were 

large in ten municipalities. We re-examined these municipalities 

using high-resolution satellite images and related statistical data. 

As a result, we found that in seven municipalities, the density of 

buildings was extremely higher than that in other municipalities. 

Moreover, there were commercial and industrial facilities or 

high-rise apartment houses which we should have adjusted in 

the adjustment processing referred to in the above. Because we 

had found why the large deviations appeared, we could adjust 

them manually.  

 

Figure 6(b) shows the adjusted deviation rates. The deviation 

rates were reduced in seven municipalities. 

 

In three municipalities, the household numbers of the census 

were extremely larger than observed data. However, in the 

municipalities, there were no features that would cause a large 

number of households such as high-rise apartment. 

Figure 4. Flow chart  of generating non-residential area map 

Figure 5. SAR image map and the generated residential map. 

(a) Input SAR image and (b) residential map generated by the 

deep learning model (the red points are residential) 
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3. RESULTS AND DISCUSSION

Figures 7 and 8 show the number of households in 100m grid 

cells estimated by our deep learning method with several 

adjustments mentioned in Section 2. Note that in Figure 8, the 

grid cells where buildings existed but the number of households 

was zero imply the cells where buildings were public, industrial, 

and commercial facilities. Our results also showed that the 

number of households was large in high building density areas 

(which were known from SPOT images), and small in low 

density areas. This result suggests that the estimation of the 

number of households by our method is effective to estimate not 

only the number of households but also that of buildings. 

In numerical terms, the number of households estimated by our 

method was 2,164,945, and that of the census was 2,404,745. 

The total deviation rate was around 10%, which looks fairly 

good. This deviation might have resulted from the fact that the 

distribution of buildings and their surrounding environments in 

Indonesia have a special kind of provinciality, which was 

difficult to adjust in our method. The deviation might also 

resulted from the fact that the updated year of the OSM, that of 

satellite images used as supervised data and that of the ancillary 

data were different from that of the census by several years. 

Therefore, the actual deviation rate may be slightly different. 

4. CONCLUSIONS

The application of the proposed method to Djakarta shows that 

the method is practically useful for estimating the number of 

households in 100 m grid cells. This method would become 

more practical if the following limitations are overcome.  

First, this method required manual adjustments. To minimize 

this work, the deep learning model for identifying buildings 

should be improved. The accuracy of the identification hinges 

on the resolution of optical satellite images. As is noticed from 

Figure 2, the boundaries of buildings in SPOT images (the 

resolution of 1.5m) were blurred in high density areas. To 

estimate more accurately, finer resolution of satellite images 

should be used to detect the boundaries of buildings 

distinctively. 

Second, the ancillary data used in our method are not always 

easily available in developing countries. Therefore, an 

adjustment method with easily available satellite images and 

open data should be developed. 

In future, we wish to develop a deep learning method for a 

completely automated estimation of the number of buildings in 

small areas with easily available data. 
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Figure 7. Results of the estimated number of households. 
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Figure 8. Results of the estimated number of households in a local area in Djakarta.. 
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