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ABSTRACT: 

As the amount of semi-structured and unstructured information sources expands at an exponential rate, there is a growing demand for 
semantic information elicitation of the immanent knowledge included in these sources. Semantic information elicitation processes 
such as semantic information extraction, linking, and annotation aim to make the knowledge explicit and unveil aspects latent in 
these sources to support knowledge discovery, semantic analysis, and visualization. The paper describes the implementation of 
Latent Dirichlet Allocation (LDA) topic modeling and association rule mining with FP-Growth for knowledge discovery. 
RapidMiner, an open-source data mining software is used for the objectives of this work.  
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1. INTRODUCTION 

Exploring patterns within geospatial data is a concern for 
geographers, economists, and regional scientists now more than 
ever. Geospatial data contains information on the geographical 
location and characteristics of natural or artificial features and 
boundaries on the surface of the earth (Order, 1994).  Geospatial 
data mining has been one of the most active areas of research in 
recent decades, owing to the tremendous expansion of the size 
of geospatial data. The purpose of geographic data mining is to 
uncover previously unknown non-trivial patterns. A spatial 
pattern that opposes randomness and causation can be a 
frequent arrangement, regularity, major direction, forecast, or 
composition. Geospatial data mining has a wide range of 
applications. The purpose of topic modeling, for example, is to 
organize texts based on term co-occurrences. Some tasks 
require the discovery of association rules that may be used to 
link events that are expected to occur together or occurrences 
that are ordered in time. Other tasks, such as developing 
regression models for a time series, focus on the temporal 
patterns of geospatial data.  
 
Although geospatial data are commonly organized in structured 
data sources, research has recently also focused on the wealth of 
semi-structured and unstructured sources for extracting 
semantic information for geospatial concepts and entities. To 
facilitate knowledge discovery, semantic analysis, and 
visualization, semantic information elicitation techniques such 
as semantic information extraction, linking, and annotation 
strive to make knowledge explicit and reveal elements implicit 
in these sources (Kokla & Guilbert, 2020).  
 
The paper describes the implementation of Latent Dirichlet 
Allocation (LDA) topic modeling and association rule mining 
with FP-Growth for knowledge discovery. RapidMiner, an 
open-source data mining software is used for the objectives of 
this work. The implementation of these techniques is 

demonstrated on a text collection derived from the book ‘World 
Regional Geography’ (World Regional Geography, 2016). The 
paper further discusses different parameters of each method that 
generate different results, the combination of topic modeling 
and association rules to identify term relationships, and how the 
results might be interpreted in a meaningful way to understand 
and explore emerging patterns.  
 
The paper is organized as follows. Section 2 reviews previous 
work. Section 3 introduces the main methods used in this 
research. Firstly, Topic Modeling is introduced as an effective 
method for discovering topics in unstructured data sources. 
Then Association Rule Mining is presented in order to find 
meaningful and interesting associations between terms. Section 
4 presents a synthesis of the results and discusses how the 
results might be interpreted in a meaningful way to understand 
and explore emerging patterns. Finally, Section 5 concludes our 
work and discusses future extensions. 
 
    

2. RELATED WORK 

Several approaches for extracting information from texts have 
been proposed for various subjects (Gangemi, 2013, Ristoski & 
Paulheim, 2016, Upadhyay & Fujii, 2016).  
 
In the geospatial domain, among other semantic information 
extraction techniques, topic modeling has been successfully 
implemented to reveal latent abstract topics in text collections 
(Adams et al., 2015) or (Hu et al., 2017). Topic modeling such 
as Latent Dirichlet Allocation (LDA) is a text mining method 
for automatically detecting clusters of frequently co-occurring 
terms in a given text collection that represent abstract topics 
(Blei, 2012). However, although topic modeling techniques may 
describe higher-level semantic topics that characterize a text 
collection, they do not extract more intricate semantic 
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associations that may exist between terms that represent 
concepts and entities. 
The acquisition of domain knowledge in the form of rules is a 
difficult undertaking due to the substantially more intricate 
logical links that must be modeled to acquire the rules (Kang & 
Lee, 2005). These techniques must automatically associate a 
sequence of such links to construct composite specifications that 
may be represented as rules, rather than finding correlations 
between pairs of ideas (Augier et al., 1995, Aharon et al., 2010, 
Schoenmackers et al., 2010).  
 
Another promising text mining technique is Association rule 
mining. Association rule mining approaches are used by 
telecommunication networks, market and risk management, 
inventory control, bioinformatics, and other sectors (Dave et al., 
2014) to identify intriguing correlations, patterns, relationships, 
and random structures between sets of items in large databases 
or other data repositories. Apriori and Frequent Pattern Growth 
(FP- Growth) (Han et al., 2004) are the most widely used 
algorithms for association mining. 
 
The present work aims to delve deeper into revealing semantic 
patterns that represent relations between spatial concepts and 
entities in unstructured text collections. To accomplish this, 
topic modeling is combined with association rule mining to 
extract associations between spatial concepts and entities. So 
far, there has been a great number of results published by 
researchers regarding Topic Modeling (Gharbi et al., 2016), 
(Patil & Mante, 2018) separately or in combination (Dave et al., 
2014) with Association rule mining mostly using structured data 
as input. The purpose of this study is to extract semantic 
information using unstructured data as input, for example, 
articles and books, to achieve the desired goals. 
 
 

3. METHODOLOGY 

This Section presents the methodology for extracting semantic 
patterns that represent relations between spatial concepts and 
entities from unstructured text collections. Figure 1 shows the 
process followed by the proposed approach. LDA is used to 
identify a set of abstract topics that are formed by terms that 
frequently co-occur and describe the subjects covered therein. 
Then, association rule mining is used to uncover more fine-
grained connections between terms that represent spatial 
concepts and entities. These processes are performed using 
RapidMiner1, an open source data science software platform for 
data preparation, machine learning, deep learning, text mining, 
and predictive analytics. The implementation of these 
techniques is demonstrated on a text collection derived from the 
book ‘World Regional Geography’ (World Regional 
Geography, 2016). 
 

 
1 https://rapidminer.com/ 

 
 

Figure 1: The proposed process that combines topic modeling 
and association rule mining to extract semantic information 

 

3.1 Data Pre-processing 

During the pre-processing step, the original unstructured data 
are converted into word vectors in order to enable the 
subsequent application of the various data mining methods. 
 
The "Process Documents from Files" operator handles text 
processing, which comprises preparing text data for use with 
typical data mining techniques. This operator reads data from a 
set of text files and manipulates it using text processing 
algorithms. This is a nested operator, which means it contains a 
sub-process made up of six serially linked operators (Figure 2): 
 

• Tokenize Non-letters (Tokenize) 
• Tokenize Linguistic (Tokenize)  
• Filter Stopwords (English)  
• Filter Tokens (by Length)  
• Stem (Porter)  
• Transform Cases   

 
The sub-process essentially converts text data into a format that 
can be easily studied using standard data mining techniques like 
association rule mining and topic modeling. 
 
The Tokenize Non-letters (Tokenize) and Tokenize Linguistic 
(Tokenize) operators are both formed in this sub-process by 
selecting the Tokenize operator, but with distinct parameter 
options. The former operator tokenizes based on non-letters, 
whereas the later operator tokenizes based on English language 
linguistic phrases. 
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The Filter Stopwords (English) operator removes stop words 
from the text data set in the English language. 
 
The Filter Tokens (by Length) operator filters out all terms on 
the basis of predefined min and max characters. 
 

 
 

Figure 2. Pre-processing Documents from Files 

 
Next, Term Frequency, Term Occurrences, and Term 
Frequency-inverted document frequency (TF-IDF) are three 
methods used for transforming terms into vectors. The term 
vector provides quantitative values for each term in a document, 
which is extremely useful in feature selection. TF-IDF is the 
most helpful and widely used (Jing et al., 2002). This provides 
the important term a higher weighting and the unimportant term 
a lower weighting. Its vector value ranges from 0 to 1. 0 
indicates that the phrase has no meaning in the context of the 
documents we're looking for, whereas 1 indicates that the terms 
are significant. To compute the TF-IDF values, the document is 
converted into an inverted text file, in which all documents' 
words are removed and a weight is assigned to each word, i.e. 
the term occurrence value and document occurrences are 
calculated using the TF-IDF value. 
 
All of the preprocessing steps listed above were used in both 
processes, and the TF-IDF approach was used to create the 
terms’ vector. The Text to Nominal operator converts text into 
numerical (categorical) data. The data is subsequently 
transformed into binomial form using the Numerical to 
Binomial operation. 
 
3.2 Topic Modeling 

The two major goals of Topic Modeling are to find hidden 
themes in text data by clustering related words and then 
classifying the document into the found themes. Probabilistic 
Latent Semantic Indexing (PLSI) and Latent Dirichlet 
Allocation (LDA) are the two most common topic models. PLSI 
is a technique that uses matrix decomposition to discover latent 
topics. LDA, on the other hand, is a probabilistic generative 
corpus model that employs Dirichlet over the latent topic. The 
core idea is that documents are represented as random mixtures 
of latent subjects, each of which is described by a word 
distribution (Ankarali et al., 2020). The PLSI is easier to train 
than the LDA, but it has lower accuracy, which is why we chose 
the LDA for our process. 
 

3.3 Process of Topic Modeling 

The Operator Toolbox module in RapidMiner is used for topic 
modeling, and the LDA approach is used to uncover latent 
themes in processed data. The data are set to iterate 10 times 
because topic modeling is unsupervised learning. The technique 
of extracting topics from a group of documents using LDA is 
depicted in Figure 3. Before being clustered into a similar 
group, all data is pre-processed. The procedure of topic 
annotation is then carried out in order to organize the topics into 
a coherent theme. The number of topics was set to 4 after  
different trials.  
 

 
 

Figure 3. Topic Modeling Process on RapidMiner 

3.4 Association Rule Mining  

The technique of association rule mining is used to discover 
relations between hidden patterns in massive databases. The 
study's main goal is to find interesting associations, common 
patterns, or informal structured collections. 
 
The FP-growth algorithm navigates from the bottom up to build 
frequent data sets from the FP Tree (Abdirad & Mathur, 2021). 
By constructing a condensed type of the data source in terms of 
an FP Tree, this approach reduces the total number of user data 
sets. The successful discovery of frequent data sets is enabled 
by this frequent information. This is a two-step process that's 
more efficient than previous association mining techniques 
(Jian-wen et al., 2008).  
 
Step 1. Creates the FP Tree, a compact user navigation system. 
It's made up of two passes through the data collection. 
Step 2. Extracts frequent set items from FP-tree Traversal 
through FP-Tree. 
 
A basic operator workflow is depicted in Figure 4. The model is 
applied to the complete dataset.  
 
The vector generating method employed is a critical parameter. 
As previously stated, the chosen vector generating method is 
TF-IDF. However, this may result in an excessive number of 
words, possibly tens of thousands; therefore a prune method is 
used to prune the resulting word set. As can be seen from the 
setting of 30.0 for the prune below percent option in ARM 
Process, words that appear in less than 30.0 percent of the 
documents are pruned.  
 
The minimum support argument that was chosen in our 
experiments is 0.5, which means that the operator generates a 
list of the frequently occurring collections of words (item sets) 
that exist in at least 50% of the documents. Furthermore, 
because the max items option is set to 2, the resulting list is 
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limited to pairs of words (2-itemsets), and it does not contain 
frequent word sets (item sets) with three or more words. The 
FP-Growth operator passes the list of frequent word sets to the 
Create Association Rules operator, which computes the rules 
that satisfy the stated constraints on selected association mining 
criteria. The association rules are computed in our experiments 
using the confidence criterion, as well as gain theta and laplace 
k. 
 

 
 

Figure 4. Association Rules Mining Process on RapidMiner 
 
 

4. SYNTHESIS OF RESULTS 

As mentioned above, the optimal topic allocation after the 
application of topic modeling was 4. Each topic brings out the 
20 most important words regarding the meaning of each topic. 
The word clouds which illustrate the top 20 keywords related to 
the respective topics are presented in Figure 6.  
 
Figure 5 shows an example for the association rules generated 
for the word “Asia”.  
 
Table 1 presents the most indicative association rules detected 
after running ARM process. The rules presented are based on 
the support parameter and were selected based on geographical, 
social, and economic criteria. Our main goal in this paper is to 
discuss a possible combination of the results of each process 
and to observe the existence of a pattern between the topics and 
the most important association rules. 
 
Indicatively, we will check the most important words of topic 3 
and investigate the existence of association rules found by the 
tool.  
 
For example, a highly weighted term in topic 3 is the term 
“Asia” (Figure 6). Topic 3 also contains other meaningful terms 
related to the term Asia such as the terms China, Pakistan, 
Russia, India, Japan which represent a geospatial connection 
with Asia and the terms communist, soviet, economy and 
industrial which represent social, economic and political 
aspects. 
 
The association rules for the term Asia which can be found in 
all the chapters with support 92.9% are: 
 

1. Asia -> wall (support 60%) 
2. Asia -> industrial (support 50%) 
3. Asia -> tropic (support 50%) 
 

Then we can observe that the rules for the words wall and tropic 
are connected with the rules for word Asia and consist of a 
pattern: 
 

1. Wall -> border (support 50%) 

2. Wall -> China (support 50%) 
3. Tropic -> India (support 50%) 
4. Tropic -> island (support 50%) 
5. Tropic -> land (support 50%) 
6. Tropic -> population (support 50%) 
7. Tropic -> region (support 50%) 
8. Tropic -> tourism (support 50%) 
9. Tropic -> travel (support 50%) 
10. Tropic -> landscape (support 50%) 
11. Tropic -> rain (support 50%) 
12. Tropic -> terrain (support 50%) 
13. Tropic -> species (support 50%) 

 
The association rules for word Asia and wall results to a logical 
pattern which represents the term Asia which is one of the most 
frequently encountered word based on the support parameter. Ιt 
was observed that the next word with the biggest support is the 
word wall. For this reason, all the association rules between 
these two words were studied as they constitute a two-way 
connection. Then, we observe the terms industrial and tropic 
which are highly associated with the word Asia as well. The 
words wall and tropic are also linked with the words border, 
China, India, island, land, population, region, tourism, travel, 
landscape, rain, terrain, and species as it is presented on Table 
1. These words consist of an expected and meaningful set of 
words which are clearly associated with the word Asia based on 
geographical, social and spatial aspects. The word industrial 
was not further investigated because no association rule 
emerged with support greater than 50% as set in the RapidMiner 
parameters. Figure 7 presents the associations’ diagram of our 
example for the word “Asia”. 
 
In conclusion, it was observed that the most important words 
according to topic modeling, also formed strong association 
rules with support over 50% that were interconnected at 
multiple levels, as was explained in the example with the word 
Asia. 
 
Size Support Item 1 Item 2 

1 0.929 Asia  

1 0.700 wall  

2 0.600 Asia wall 

2 0.500 Asia industrial 

2 0.500 Asia tropic 

2 0.500 border wall 

2 0.500 India tropic 

2 0.500 island tropic 

2 0.500 land tropic 

2 0.500 population tropic 

2 0.500 region tropic 

2 0.500 tourism tropic 

2 0.500 travel tropic 

2 0.500 landscape tropic 

2 0.500 rain tropic 

2 0.500 terrain tropic 

2 0.500 species tropic 

2 0.500 China wall 

 
Table 1. Most Indicative Association Rules 
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Figure 5. Visualization of Association Rules in RapidMiner 

 

 
 

Figure 6. Word clouds with the top 20 keywords related to the 
4 respective topics. 

 
5. CONCLUSIONS  

The paper describes the application of topic modeling and 
association rule mining to explore interesting patterns and 
associations between spatial concepts and entities in 
unstructured data sources. 
 

 
 

Figure 7. Associations Diagram for the word “Asia”. 

 
A multifaceted framework is developed for extracting 
knowledge from unstructured data sources and converting it into 
logical forms utilizing text mining and natural language 
processing (NLP) methods. The combined results of Topic 
Modeling and Association Rule Mining revealed significant 
patterns that could support processes such as ontology 
enrichment and semantic annotation.  
 
Although machine learning methods are becoming mainstream 
for interpreting geospatial information, there is a need to release 
data and source code publicly, to create and maintain credible 
benchmarking activities, and to quantitatively test algorithms on 
open large scale datasets in order to further accelerate research. 
 
When constructing and implementing an evolutionary ARM or 
TM algorithm, a number of factors must be taken into account. 
Large datasets, attribute values, and parameter settings are all 
issues that affect both development and application. One of the 
most significant obstacles to implementing metaheuristic 
algorithms in ARM is that determining appropriate parameters, 
such as minimal support and confidence criteria requires 
substantial skill and experience. The quality of patterns 
recovered by the ARM and TM processes is closely related to 
these factors. The challenges define the work that needs to be 
done in the future to better text mining of items.  
 
Data heterogeneity is one major challenge for text mining, 
further complicated by the use of several languages and the 
range of notations used for the same word. Another obstacle is 
that sparse data leads to data overfitting into clusters and 
classifications, resulting in incorrect analysis. Domain expertise 
is essential for providing proper analysis for textual data, and 
having a qualified domain expert may not always be attainable.  
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