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ABSTRACT: 

 

Visual information plays a key role in automatic speech recognition (ASR) when audio is corrupted by background noise, or even 

inaccessible. Speech recognition using visual information is called lip-reading. The initial idea of visual speech recognition comes 

from humans’ experience: we are able to recognize spoken words from the observation of a speaker's face without or with limited 

access to the sound part of the voice. Based on the conducted experimental evaluations as well as on analysis of the research field we 

propose a novel task-oriented approach towards practical lip-reading system implementation. Its main purpose is to be some kind of 

a roadmap for researchers who need to build a reliable visual speech recognition system for their task. In a rough approximation, we 

can divide the task of lip-reading into two parts, depending on the complexity of the problem. First, if we need to recognize isolated 

words, numbers or small phrases (e.g. Telephone numbers with a strict grammar or keywords). Or second, if we need to recognize 

continuous speech (phrases or sentences). All these stages disclosed in detail in this paper. Based on the proposed approach we 

implemented from scratch automatic visual speech recognition systems of three different architectures: GMM-CHMM, DNN-HMM 

and purely End-to-end. A description of the methodology, tools, step-by-step development and all necessary parameters are disclosed 

in detail in current paper. It is worth noting that for the Russian speech recognition, such systems were created for the first time. 

 

1. INTRODUCTION 

The initial idea of visual speech recognition comes from 

humans’ experience: we are able to recognize spoken words 

from the observation of a speaker's face without or with limited 

access to the sound part of the voice. Visual information plays a 

key role in automatic speech recognition (ASR) when audio is 

corrupted by background noise, or even inaccessible. Speech 

recognition using visual information is called lip-reading. 

However, the history of automatic visual speech 

recognition began only decades ago. During the last two 

decades, there have been significant advances in the research of 

audio-based ASR. Initially, researchers expected that automatic 

visual speech recognition would be easily accomplished based 

on the progress achieved in development of audio-based ASR. 

However, early attempts did not yield good results. Despite the 

poor performance, visual features still helped boost the ASR 

performance on some low-quality audio data through audio-

visual speech information fusion. The active development of the 

field of automatic speech recognition in the modern world has 

brought human-machine interfaces to a new level.  

The use of a natural form of speech communication with 

machines greatly facilitates implementation of a huge number of 

different tasks for people, e.g. from casual (smart home speech 

recognition, dialling a phone, sending a message by speech 

command) to business and industry (automatic call processing 

in call centres, information kiosks at airports, lobbies of railway 

stations, etc.). Today, in quiet office environments, for a variety 

of tasks speech recognition can approach almost hundred 

percent of accuracy. However, it is often achieved under the 

condition of a limited vocabulary and a stricted grammar. 

Nonetheless, one of the most difficult tasks in the field of 

automatic speech recognition is the recognition of continuous 

speech. It should be noted that the existing systems and models 

of automatic recognition of continuous speech are still 

significantly inferior to the speech abilities of a human, 

especially in real conditions of use. The main difficulty of this 

problem lies in the great variability of the basic parameters of 

speech, which are influenced by many factors. First of all, it is a 

random component of the speech formation process. Due to the 

individuality of the speech-forming apparatus of people, the 

same statement uttered by different speakers may differ 

significantly both in the time and in the frequency ranges. 

Gender, age, accent, emotional and physical state of the speaker 

have a significant impact and complicate the task of effective 

speech recognition for automated systems. In addition, the 

acoustic effect has a great influence on the speech recognition 

accuracy - the type of microphone, its characteristics, location 

relative to the speaker's mouth, the surrounding acoustic 

environment (presence of external noise, reverberation, etc.). 

Thus, in many operating conditions, the existing automatic 

recognition systems cannot provide the required quality of 

recognition even when using various methods of noise 

reduction and filtering (Almajai et al., 2016). 

At the same time, we must not forget about the way that 

people themselves use to better understand the interlocutor's 

statements in difficult acoustic conditions or when several 

people talk at the same time. Oral speech is transmitted both 

through the acoustic channel (through sound) and through the 

visual channel (lip movements). Back in 1976, it was proved 

that natural speech is generated multimodally and transmitted 

simultaneously over several channels in the form of audio and 

video information, which duplicates and complements each 

other, helping to correctly perceive speech in many difficult 

situations. A similar phenomenon was called the McGurk-

MacDonald effect and marked the beginning of the 

development of a new field - the automatic lip-reading. Since 

the early 90s, there have been several attempts to use visual 

information about speech in addition to acoustic information, to 

improve the accuracy and reliability of automatic recognition 

systems. In a number of studies, the developed audio-visual 

speech recognition systems have demonstrated better 
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recognition results than uni-modal systems. However, compared 

to the active development of the field of acoustic speech 

recognition, there is not much research on visual speech 

recognition to date (Ivanko et al., 2016). Despite the great 

potential of the use of visual information about speech, this area 

still has a large number of unresolved problems. 

Today, there is no generally accepted approach to the 

development of visual speech recognition systems (Wang et al., 

2019). There are no publicly available representative databases 

for training models that would have all the necessary 

parameters, such as a sufficient number of speakers, phonemic-

viseme temporal labelling, vocabulary size adequate to the task 

(Morade et al., 2015), etc. (there are practically no public 

databases for languages other than English). There is no 

research into the effect of video recording speed on speech 

recognition accuracy (Thangthai et al., 2015). There is little 

research on the effect of acoustically noisy environments on the 

performance of visual speech recognition systems, and quite a 

few studies have focused on inflectional languages (such as 

Russian). However, there is a huge difference between the 

recognition of analytical languages (for example, English) and 

inflected languages, due to the presence in the latter of a much 

larger number of word forms and grammatical rules. 

 

2. BACKGROUNDS AND RELATED RESEARCH 

Nowadays, automatic speech recognition systems based on the 

processing of video signals show impressive results (Fernandez-

Lopez, A. et al., 2018). In general, researchers divide the 

solution of the visual speech recognition problem into two 

parts. First, in extracting the most informative features from 

video modality and second, in finding the most successful way 

to train the recognition model (Zhou et al., 2014).  

In a rough approximation, we can divide the task of lip-

reading into two parts, depending on the complexity of the 

problem (Kashevnik et al., 2021). First, if we need to recognize 

isolated words, numbers or small phrases (e.g. Telephone 

numbers with a strict grammar or keywords). Or second, if we 

need to recognize continuous speech (phrases or sentences). 

Based on this information we have to choose different size of a 

database, different methods for features extraction and model 

training (Ryumin et al., 2019).  

Automatic visual speech recognition as a research field 

lies at the intersection of several areas of knowledge: digital 

signal processing, computer vision, statistical modeling, 

machine learning, etc. Thus, the development of visual speech 

recognition (VSR) system involves not only the correct 

implementation of all components related to those fields, but 

also their proper integration, which is sometimes a non-trivial 

task (Kagirov et al., 2020). In the general case, the methods 

used in this study can be divided into two subgroups: (1) 

methods of signal preprocessing and informative features 

extraction and (2) methods of statistical modeling and machine 

learning.  

To date, the are several widely used approaches toward 

visual speech recognition task (lip-reading). As well as 

commonly used visual features extraction algorithms and visual 

speech modeling methods. In addition, we started with 

investigation of region-of-interest (ROI) detection approaches 

(Ivanko et al., 2018a). We found out that Active Appearance 

Models-based and Haar-like features-based methods most 

widely used for this purpose. As for visual features extraction 

methods, we have discovered that to date there is no universally 

accepted feature set for representing visual speech information. 

We briefly considered the main challenges in the area 

(Katsaggelos et al., 2015), such as speaker dependency, pose 

variation and temporal information. We identified the most 

prospective approaches for visual features extraction, namely 

pixel-based and geometry-based methods (Lin et al., 2017). As 

round-up, we pointed out the most widely used visual speech 

modeling methods, which turned out to be support vector 

machines (SVM), hidden Markov models (HMM) or deep 

neural networks (DNN) based approaches (Lu et al., 2020). In 

this paper we present the developed task-oriented approach for 

creating practical visual speech recognition systems. It is based 

on conducted experiments and analysis of the field of research 

with its main goal to be some kind of a roadmap for researchers 

who need to build a reliable and robust audio-visual speech 

recognition system. We highlighted that the problem of 

automatic visual speech recognition lies, firstly, in extracting 

the most informative features from video modality and, 

secondly, in the most successful way of training the recognition 

models. We also noted the fact, that despite significant 

successes recently achieved in the field of acoustic speech 

recognition, the task of automated lip-reading still remains 

underdeveloped.  

 

3. DATA COLLECTION AND ANALYSIS 

According to our analysis, to date, there are 47 different 

publicly available visual or audio-visual speech databases that 

are found in the scientific literature at the time of research 

(Fernandez-Lopez et al., 2017). Considered databases were 

compared by the following parameters: language, year of 

collection, number of subjects, total number of samples, video 

resolution and fps, audio sampling rate, availability for 

researchers. 

Based on the conducted analysis, the following 

conclusions can be made: 

- The vast majority of existing datasets are designed for 

the English language (35 out of 47). And no more than 1-2 

datasets for other languages, including German, French, Czech, 

Japanese, Chinese, Spanish, Polish and Russian. 

- The maximum frame rate of video is 100 fps in 

MODALITY and NDUTAVSC datasets. In RM-3000 dataset 

the recording speed is 60 fps and in three others (AVLetters2, 

AGH AV, VLRF) it is 50 fps. In all the rest (42), the video 

recording speed does not exceed 25-30 frames per second. 

- Only about half of the reviewed databases (22) are 

designed to work with continuous speech recognition tasks 

(sentences). The rest were collected to solve simpler tasks, such 

as recognition of isolated numbers, letters or words. 

- The vast majority of existing databases contain records 

from 10 to 50 speakers (Lu et al., 2019). However, there are 

also databases in which the number of speakers is clearly not 

enough to build speaker-independent recognition systems: RM-

3000 (1 speaker), QuLips (2 speakers), AVLetters2 (5 

speakers). etc. 

- Not all databases have suitable video resolution. E.g., 

LRS (160 × 160), LSVSR (128 × 128), LRW (256 × 256) 

datasets contains only recordings of speakers’ mouth, ignoring 

the rest of the face. Datasets such as AVLetters (376 × 288), 

IBMSR (368 × 240), VIDTIMIT (512 × 384) simply have a 

fairly low resolution of video. 

Thus, according to our findings, we choose to test our 

approach on HAVRUS (Verkhodanova et al., 2016) dataset for 

small phrases recognition task and GRID (Cookie at al., 2008) 

dataset for sentence level recognition task. The description of 

the main characteristics of abovementioned corpora are 

presented in the Figure 1. 
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4. PROPOSED TASK-ORIENTED APPROACH 

Based on the conducted experimental evaluations as well as on 

analysis of the research field we propose a novel task-oriented 

approach towards practical lip-reading system implementation. 

In a rough approximation, we can divide the task of lip-reading 

into two parts, depending on the complexity of the problem. 

First, if we need to recognize isolated words, numbers or small 

phrases (e.g. telephone numbers with a strict grammar or 

keywords). Second, if we need to recognize continuous speech 

(phrases or sentences). Based on this information we have to 

choose different size of a database, different methods for 

features extraction and model training (Lu et al., 2018). All 

these main stages depicted in the figure 1. E.g., if our goal is to 

build automated spelling system, we can choose small or 

medium size AVLetters (Matthews et al., 2002) or AVLetter2 

(Cox et al., 2008) dataset (or collect similar in a target 

language), use AAM for ROI detection and geometry-based 

features extraction, followed by HMM for model training, as 

was done, for example, in the work (Bear et al., 2017). If our 

task is to build an isolated digit phone dialing system, we have 

to choose XM2VTS (Messer et al., 1999), CUAVE (Patterson 

et al., 2002) or similar database, then use Haar-based ROI 

detection techniques and DCT-LDA features extraction 

methods, followed by either SVM or MS-HMM for model 

training, as was done in the works (Stewart et al., 2016). If, 

instead of building phone dialing system, we want to create 

reliable phone number recognition system of multiple speakers, 

we have to choose medium size dataset (e.g., such as HAVRUS, 

as was done in current research). Use Haar cascades or AAM 

for ROI detection, and extract combination of pixel and 

geometry-based features, followed by training of CHMM 

models (Ivanko et al., 2018). 

According to the proposed approach (Figure 1), the 

general steps in creating practical lip-reading application will 

be:  

(1) depending on the task, choose or collect appropriate 

dataset for training. Small or medium size for isolated digits, 

letters, words or restricted grammar phrases recognition or large 

size databases for sentence level recognition. 

(2) both methods of ROI detection (Haar feature based or 

AAM based) are commonly used in automated lip-reading task 

(Howell et al., 2016). Our experiments also did not show 

superiority of any of this method over another. Thus, the both 

methods are equally applicable.  

(3) according to our results regarding informative features 

extraction the combination of both pixel-based and geometry-

based features provides the best recognition results on the first 

type of tasks (Ivanko et al., 2019). However, on the sentence 

level recognition task with sufficient amount of training data, 

NN-based methods (especially CNN-based) show better results 

(Lee et al., 2016). Some researchers also combined such NN 

features with traditional ones (Chung et al., 2016), but this 

usually was used to boost performance when struggling to 

properly train a network due to the lack of data 

(4) for the model training, GMM-HMMs and their 

modifications (Coupled hidden Markov models, CHMM or 

multistream hidden Markov models, MSHMM (Ivanko et al., 

2018b)) are the first choice when building small vocabulary lip-

reading systems. SVM also applicable, if the dictionary not 

exceed several units (Ivanko et al., 2020). However, for the 

continuous visual speech recognition, the HMM-DNN methods 

or HMM-RNN methods (such as long-short term memory, 

LSTM or gated recurrent unit, GRU) demonstrated much better 

recognition results.  

In current series of experiments, we used two different 

datasets for model training. GRID dataset for English language 

and HAVRUS dataset for Russian language. Using these 

datasets, we trained AVSR’s of tree different topologies, 

namely GMM-CHMM, DNN-HMM and End-to-end. 

 

 GMM-

CHMM 

DNN-HMM End-to-end 

GRID 55.12 71.34 84.3 

HAVRUS 45.18 25.57 1.13 

Table 1. Word Recognition Rate (WRR, %) comparison 

of different implemented VSR systems. 

 

As we can observe from obtained results (Table 1) on the 

video part of the GRID corpus, end-to-end approach (84.3%) 

outperforms GMM-CHMM (55.12%) and DNN-HMM 

(71.34%) ones. This result is quite expected and once again 

confirms the superiority of neural network approaches 

compared to the others in conditions when we have enough data 

to effectively train NN models. However, the situation 

drastically changes when we train same models on the video 

part of the Russian HAVRUS corpus. In this case, the best 

recognition results were obtained using traditional GMM-

CHMM approach (45.18%), and the results on NN topologies 

were much worse. These recognition results can be explained be 

the fact that HAVRUS corpus is simply much smaller (4000 

 

 

Figure 1 – HAVRUS (left) and GRID (right) visual speech datasets characteristics 
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phrases in total) than the GRID one (34000 phrases in total) and 

these data amount is not sufficient for effective training of NN 

models. 

5. CONCLUSIONS

In this paper we present the developed task-oriented approach 

for creating practical visual speech recognition systems. It is 

based on conducted experiments and analysis of the field of 

research with its main goal to be some kind of a roadmap for 

researchers who need to build a reliable and robust audio-visual 

speech recognition system. 

We highlighted that the problem of automatic audio-

visual speech recognition lies, firstly, in extracting the most 

informative features from each modality and, secondly, in the 

most successful way of fusion both modalities. We also noted 

the fact, that despite significant successes recently achieved in 

the field of acoustic speech recognition, the task of automated 

lip-reading still remains underdeveloped. 

By this work we tried to lay the foundation, outline 

certain boundaries and highlight some milestones of the field. 

However, there are still a lot of questions regarding visual 

speech recognition that need to be answered. In the following 

we propose several future directions for further hypothetical 

improvements of automatic audio-visual Russian speech 

recognition. 

- the influence of visual noise was left out of the scope of

our work. Nevertheless, this is of great practical interest, since, 

in contrast to quiet office conditions, in real-world applications, 

the variability of lighting plays a key role in the task of 

automated lip-reading. 

- Extending the existing and recording new visual speech

databases is also of great practical interest. Because of that 

many experiments were limited to traditional GMM-HMM 

models. Such a problem can be resolved by increasing the 

amount of data available for training. 

- An extensive usage of deep learning approach alongside 
with the collection of additional data might further improve the 

performance of recognition models. 
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