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ABSTRACT: 
 
The research presents a new digital approach to wayfinding analysis in immersive reality, integrated with biosensors for the 
interpretation of data surveyed. The three-dimensional model of the actual state of the Hall of Perugia Railway Station was realized, 
considering and detecting the present signage, and it was developed a specific algorithm for a multi-platform graphics engine, able to 
register an interaction mediated by HMD devices. Wayfinding experiences in immersive reality are developed guaranteeing to the 
user to move freely to complete the missions assigned. The algorithm in this phase runs in the background and records the 
movements of users and their pupil, saving them in a special file. In the second phase, instead, the real data processing and the 
subsequent representation of the collected information take place. Starting from its current state, the Station hall is transformed 
inserting different elements, derived by the aim of developing four scenarios, to analyse different users’ response in wayfinding. A 
three-dimensional heat map of visual attentions is created and the different scenarios can be valued for their impact in the user 
wayfinding, the results are then confronted with the neuro-analysis obtained by EEG instruments and biosensors. In this way, it is 
possible to value the impact of the environment and spatial orientation cues, by quantifying and qualifying the impact of the project 
choices. 
 

 
Figure 1. Heat map produced by the algorithm. 

 

 
* Corresponding author 

1. INTRODUCTION 

1.1 Research coordinates 

Wayfinding is a concept attributed to Kevin Lynch (Lynch, 
1960) to indicate the study of cognitive processes in reading and 
orientation in the city, an approach that mixes architecture, 
urbanism, semiotics and psychology, in the legibility of the 
environmental complexity in which one is inserted (Alexander, 
1964; Bridgman, 1959; Venturi, 1967). In moving through an 
environment the positions of the surrounding objects with 
respect to the body constantly change, affecting the construction 
of updated mental representations that alternate between the 

projection of the self and the identification of allocentric 
systems centered on spatial polarities (Wolbers et al., 2008). 
The wayfinding studies are aimed at the definition of signage 
system supporting the identification and orientation processes in 
the urban landscape.  
The value of these studies are close to the current culture that 
has led the visual to be the primary form of approaching and 
understanding the world to the detriment of the textual 
(Barnard, 1998; Mirzoeff, 1999), from which it follows that 
promoting urban wayfinding is one of the key tasks of public 
spaces (Carr, 1992; Castells, 2008; Gehl, 2007; Goheen, 1998), 
by virtue of their role in providing services to citizens by 
enhancing the qualities of places and cities (Gehl and Gemzøe, 
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2003; Lynch, 1984; Schultz, 1987; Smardon, 1988). Fostering 
orientation within a space is first and foremost a functional need 
(Passini, 1981), especially in certain public places where people 
walk and need information (Belardi and Bianconi, 2012; Devlin, 
2014; Symonds, 2017), where, without clear signage, they 
would lose their statutory purpose. Moreover, a legibility of 
space (Weisman, 1981) has positive consequences on the 
interpretation of the place and so on the feelings that the same 
produces on those who live it (Johnson, 1987), offering security 
on people and the city itself, avoiding the loss, influencing 
instead the perception of that feeling of home that determines a 
well-being (Goldhagen, 2017). The visual experience, in fact, 
under its apparent immediacy often hides forms of persuasion, 
which in the case of wayfinding are not limited to directing a 
behavior (Passini, 1984), that is following the indication 
(Calori, Chris et al., 2015), but are both means and message 
(McLuhan, 1967) of the qualities of a place  (Lynch, 1984; 
Mitchell, 1995), by virtue of those processes that succinctly can 
describe the self-evidence through techniques of classification, 
separation, and aestheticization (Mirzoeff, 2020).  
By reason of visual culture (Jenks, 2002), the wayfinding 
analysis aims to identify what attracts the eyes (dos Santos et 
al., 2015), looking for a quantification of the visual exploratory 
process and then its representation, analyzing in parallel the 
impact of the images in the mind. The discovery of space can 
now be investigated in the goal of a survey of the immaterial 
(Bianconi et al., 2020b, 2020a, 2019b; Bianconi and Filippucci, 
2018a; Filippucci, 2019), of what concerns the seeing and the 
impact of images. 
Traditional wayfinding analysis use empirical approaches, 
registering ex post, in an indirect way, the user experiences 
(Anderson et al., 2006; Lynch, 1962; Passini, 1981; Picazo et 
al., 2020; Sancar, 1986) aims at analyzing the impact of the 
environment (Sharma et al., 2017a) and signage (Calori, Chris 
et al., 2015; O’neill, 1991; Vilar et al., 2014).  
New tools available from neuroscience innovate the empirical 
analysis, registering human perception and subjective 
experience in real-time (Banaei et al., 2017). The impact of the 
environment and spatial orientation cues are analyzed through 
digital systems proper to neuroscience (Ferlaino, 2019; 
Goldstein, 2007; Hughes, 2006; Ritchie, 2021; van Schaik, 
2013), recorded by using special instrumentation as eye-
tracking (Chynal et al., 2016; Courtemanche et al., 2018; 
Crosby and Hermens, 2018; dos Santos et al., 2015; Duchowski, 
2017; Hollander et al., 2020; Huddleston et al., 2018; Schiessl 
et al., 2003; Simpson et al., 2019) to identify what is most 
attractive in vision. In parallel, EEG helmets are used (Aspinall 
et al., 2015; Banaei et al., 2017; Boutani and Ohsuga, 2013; 
Mavros et al., 2016; Pfurtscheller and Lopes Da Silva, 1999; 
Roe et al., 2013; Sharma et al., 2017b) to record brain 
frequencies interpreting the mood and the emotions of the tester. 
Additional biosensors (Sanchez-Comas et al., 2021; Tiwari and 
Agarwal, 2021; Vahey and Becerra, 2015; Villarejo et al., 2012) 
may contribute to the interpretation of visual experience 
(Chatterjee and Vartanian, 2014). 
Thus, in general, there is no such thing as a "neutral" 
environment in an urban context: from a well-being perspective, 
the anthropogenic environment brings benefits or discomfort 
(Goldhagen, 2017). Identifying the relationship between the 
environment and the subject is possible through introduction of 
the atmosphere (Böhme, 1995). This intangible relationship can 
be investigated through the use of biosensors such as EEG and 
Eye-tracker (Li et al., 2016). Through these data and interpreted 
through a mathematical model that allows through algorithms to 
go from raw data to cognitive states and then to emotions 
(Ramirez and Vamvakousis, 2012).  

The correlation between data inside the instruments offer 
behavioral analysis (Chynal et al., 2016; Crosby and Hermens, 
2018). These are useful to understanding architectural space 
value, with a view of opening up to mood detection (Seccaroni 
et al., 2021) and the design of forms (Bianconi et al., 2019a) 
around the person (Srivastava et al., 2012). 
The analyses can be developed in the real or virtual 
environment, a field of experimentation (Wilson and Soranzo, 
2015) where it is possible to analyze the complexity of the 
space also in multiple scenarios (Picazo et al., 2020), 
transforming information in spatial attributes. In fact, the 
analysis derived by the geometries make it is possible to 
calculate this relation, "quantifying" perception, through the 
geometric intersection of an observer-centered visual cone with 
the digital meshes of the model. Computer analyzes the visual 
experience, transforming the spatial representations through this 
information that change during the paths according to distance 
and field of view implicitly chosen by the user. 
Defined the differences and the congruences comparison 
between experiences in real and digital (Meng and Zhang, 
2012), virtual reality strength are linked to the possibility of 
testing the impacts of possible scenarios also not realized, 
proposing it as a replication and substitution of the real space 
(Bielik et al., 2015; Kuliga et al., 2015). Transforming visual 
experience in analytic data can generate those information 
useful for the knowledge that guide the wayfinding project. 
 
1.2 Experimentation objectives 

 
Figure 2. Planimetry of Fontivegge Station. 

 

 

Figure 3. Three-dimensional model of Fontivegge Station. 
 
Inside the wayfinding studies, the project aims to replace eye-
tracking tools through an algorithm developed within digital 
exploration environments. Usually eye-tracking analyzes the 
fixations and finds in correspondence an image of what is 
projected by the spatial, identifying in the two-dimensional 
digital representation the correspondence of the fixations. This 
solution has the randomness of the absence of biunivocity, 
inherent in the reduction of one of the spatial dimensions.  
Moreover, this approach does not take into account an influence 
of the visual field.  
A complex programming based on a gaming logic projected 
towards a serious game, defines algorithms in immersive reality 
allowing envisaging, in real time, the exploration of space. The 
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programming analyzes the user view and its orientation to 
identify instantaneously his visual cone. This intersects the 
reconstructed space that is fully coated by a sort of virtual 
sensors of control, create by a specific algorithm of space 
discretization, which defines spheres, it can count the 
intersections in the paths during immersive experiences of 
different users and represents finally the attraction of every 
space through an heat map of points regarding the visual 
attraction. 
In order to find a significant case study, the area of the Perugia 
railway station was chosen, a place of interchange between rail 
transport, the city's light rail (Minimetrò) and the bus terminal. 
It is a pole affected by many changes that has led to a chaotic 
and discontinuous situation, this reflects on the behavior and 
orientation of users and it is currently involved in a project of 
urban regeneration (Bianconi and Filippucci, 2018b). The 
wayfinding analysis are developed with the aim to address 
spatial transformations inside the system of projects of 
regeneration plan. 
Represented as a digital clone the station (fig. 2-3), different 
users are involved in a virtual experience where they have to 
respond to missions, linked to orientation choices. The 
algorithm in background records user's movements and the 
variation of point of view, saving firstly data in a special file. It 
creates a real data processing and a representation of the 
collected information in the same generative space. The 
different experiences are then interpolated between them in 
order to statistically define the attribution of values and heat 
maps of wayfinding synthesis. 
Finally, the use of neural tools aims at interpreting the maps 
created. The objective of this last phase is the transformation of 
data in information, essential elements in the environmental 
knowledge useful for the wayfinding project. In fact, through 
the results of EEG and galvanic skin response (GSR) data of all 
the user experiences, it is possible to understand the relationship 
between the vision map differences and feelings experienced, to 
evaluate, in the virtual field, the impact of different choices.  
For these reasons, in this demonstrative phase, the impacts of 
four different scenarios are evaluated, comparing the current 
state (scene 1) with the transformation of visual cues (scene 2), 
the insertion of benches (scene 3) and finally of a tree (scene 4), 
according to a biophilic design. 
 

2. MATERIALS AND METHODS 

2.1 Modelling: scenario, software, details 

 Figure 4. Detail of the three-dimensional model. 

The Fontivegge Station in Perugia, chosen as a case study, has 
been reproduced in a 3D object created with the mesh modeling 
software Blender (fig. 4). The level of detail of the reproduction 
does not aim at photorealism, but is attested to a medium level, 
with the objective of making the scenario recognizable and 
easily navigable, without consequences on the fluidity of the 
experience. In addition to the model of the current state of the 
station, variations have been created to distinguish the four 
different areas of the exploration: signs with indications about 
the places of the station, benches and a flowerbed containing a 
tree to be placed in the center of the lobby have been created 
and placed. 
 
2.2 Generative algorithm of surface discretization 

The created model was imported into Rhinoceros software and 
an algorithm was developed using the Grasshopper plugin. 
The script can be divided into three parts, the first one allows 
the import and orientation of the UV of the surfaces, the second 
one allows the division of the surfaces through a network of 
equidistant points according to pitch that can vary depending on 
the needs. There is also an approximation, in fact it is not 
always possible to divide all surfaces by the same length. The 
last part allows the export in CSV of the list of points divided 
by surfaces and formatted so that Unity can use it within the 
scenarios (fig. 5). 
  

 
Figure 5. Discretization of surfaces by equidistant points. 

 
2.3 Level design and illumination 

To make the scenario interactive, it was chosen to develop the 
programming inside Unity environment as game engine. The 
three-dimensional model was imported via the fbx exchange 
format and inserted into the scene. The same process was 
applied to the variations, those define the different scenarios, 
and once deactivated, they were inserted into the scene to be 
activatable according to their use. 
In a following phase, the materials have been assigned to the 
props and the lights have been set. Concerning the materials, 
simple shaders have been realized using the Universal Render 
Pipeline (URP), which is a template of the rendering engine that 
allows obtaining a satisfying graphic rendering without 
influencing in a heavy way the execution performances.  
Regarding, instead, the lighting of the scene it was chosen to 
proceed with a GI (Global Illumination) completely in real time, 
thus avoiding the process of "baking" of the lightmaps, as the 
low number of vertices contained in the model allows anyway 
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to obtain a smooth execution of the immersive experience on a 
medium level notebook. 
 
2.4 Programming interactivity and VR 

The first part of the programming has been dedicated to the 
code necessary to obtain the interactivity: in fact, it has been 
realized a simple interface of selection of the scenario to be 
tested, that in an automatic way appropriately configures the 
scene, thanks to specific functions activated by the buttons. 
Subsequently, it has been realized the part of code related to the 
movements of the user in the virtual scene, both through mouse 
and keyboard, and through a head mounted display, in this case 
an HTC VIVE. This head mounted display has 6DOF 
locomotion capabilities in 3 by 3 meters range and the two 
external tracking stations can track it. With this technology, 
users can move freely and look around, interacting with the IVR 
environment via the two hand controllers. The horizontal FOV 
of the HTC VIVE is 110 degrees, while the peripheral vision of 
the human eye is 60 degrees for the near peripheral, 120 degrees 
for the mid-peripheral and 220 degrees including the far 
peripheral area. 
 
2.5 Programming “exploration” level 

Regarding the programming of the immersive virtual 
experiences and the related data processing, two “game” levels 
(fig. 6) have been realized completely identical in geometries 
but with different and complementary functions: the first level 
is created to allow the virtual experience to users, selecting the 
appropriate scenario through the previously mentioned 
interface. Subsequently, it is possible to run the level through 
which start processing the data collected during the exploration. 
This separation was necessary because the possible 
contemporaneity of the experience and information processing 
would have caused a high number of operations to be performed 
for each frame of the reproduction, leading to a significant 
slowdown even on PCs with high computing power. 
Describing gradually the characteristics of the levels, it is 
possible to start from the logic of level one, named 
"Exploration": once the experience is started, the function for 
the appearance of the interface for the selection of the scenario 
with 4 buttons, one for each possibility, is automatically 
executed. Pressing one of the available buttons will activate the 
connected function that will configure the props, activating and 
deactivating the geometries and positioning them appropriately 
in the scene.  
Once the scene is prepared, the interface is removed, the 3D 
rendering of the camera corresponding to the user's view is 
started and the navigation is enabled through the HMD 
controllers or mouse and keyboard inputs. At this point, the user 
has the freedom to move freely in the scenery and rotate the 
inclination of his view. At the same time, the recording of the 
visitor's interaction with the scene begins: at each frame, in fact, 
a function is executed to record on a list of variables the 
cartesian coordinates (x, y, z) related to the position in the scene 
of the user, the three coordinates of the rotation that identify the 
angle of the camera and then of the view and a time reference of 
the moment in which the data is collected. 
At the same time, the recording of the visitor's interaction with 
the scene begins: at each frame, in fact, a function is executed to 
record on a list of variables the same cartesian coordinates 
relative to the position in the scene of the user, the three 
coordinates of the rotation that identify the angle of the camera 
and, therefore, of the view and a temporal reference of the 
moment in which the data is collected.  From this moment on, 
the recording will be performed automatically until, through an 

input, the immersive experience is interrupted. With the stop of 
the playback the final function is activated to save the data 
collected in the list on a text file in csv format on a folder of the 
PC selected by the user in an initial phase of configuration of 
the algorithm. 
 

 
Figure 6. Flow chart of the two level logic. 

 
2.6 Programming “processing” level 

The logic of the second level, called "Processing” begins with a 
configuration phase of the visual cone to be used in the data 
analysis phase. In the configurations, it is possible, to customize 
some parameters related to the shape of the cone that will be 
projected, including the opening angle and the height, which 
determines the depth of the visual field, related to the 
hypothetical user speed. Starting the processing, then, an 
algorithm collects this information and applies it to the 
geometry of the cone to resize it. Anyway, the field of view and 
the cone are not limited in his height, hypothesizing that the 
visual experience is lived in closed spaces. 
Subsequently the algorithm retrieves the csv file exported by 
Grasshopper and, for each point indicated, instantiates in the 
scene a small sphere that will serve to intercept the projection of 
the visual cone. To the single spheres, in fact, it has been 
associated a small script able to recognize the collisions with the 
geometry of the cone and to memorize in an appropriate 
variable the times that the contact with it has happened. 
The next step is to retrieve and process the csv file processed in 
the previous level: the algorithm is configured to read the 
records of the file and, for each line, project the cone from the 
saved point x, y, and z, and orient it according to the 
coordinates of the rotation. By repeating this procedure for all 
the annotated coordinates, the control spheres are able to record 
the number of overlaps with the cone and with, therefore, how 
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many times the virtual visitor's eye has intercepted the specific 
portion of the 3D model. In this phase the three-dimensional 
rendering is deactivated, since this would have led to an 
increase in the number of calculations and therefore to an 
unnecessary use of computing power. The algorithm, however, 
through control messages, informs the operator about the 
operations in elaboration, describing the phases in progress and 
through a counter of the calculations made, it compares the total 
number of the operations. 
  

 
Figure 7. Three-dimensional representation of the results. 

 
Once the analysis procedures are finished, the logic of the level 
proceeds with the coloring part of the created spheres (fig. 7). 
The sphere with the highest number of interceptions with the 
cone is identified and a color scale is created assigning full 
color (e.g. red) to that sphere, while for the others the coloring 
is gradually tending to white, always in relation to the number 
of contacts recorded. The spheres that have not recorded 
contacts are completely hidden in order not to make the model 
too heavy, from both the point of view of the rendering 
elaboration and of the aesthetics. 
Ended the elaboration part, the algorithm launches the rendering 
of the scene, so that the results can be graphically compared. 
The programming generates two opposite orthogonal 
axonimeters (fig. 8). A csv file is saved, derived from the one 
containing the coordinates of the sphere insertion points, to 
which the value of the reciprocal counter is added for each. In 
this way, it will be possible to visualize the results of the 
various elaborations in subsequent phases, simply by selecting 
one of these files at the beginning of the procedure. Moreover, 
the navigation functions are activated, to make it possible to 
move the camera freely in the scene to visualize the results from 
the necessary point of view. 
 

 
Figure 8. Axonometric representation of the results. 

2.7 Biosensors 

The following data were acquired during the immersive 
experience: 
• EEG (fig. 9) 
• GSR (fig. 10) 

EEG was acquired using Muse2. This device allows to record 4 
channels (TP9, AF7, AF8, TP10) and their frequencies (α, β, γ, 
δ, θ) as well as the timestamp for time synchronization with 
scenarios and the GRS. 
The GRS is an eSense Mindfield, it allows to record the 
electrical conductance with 5hz interval as well as the skin 
conductance responses (SCR). Also, in this case the timestamp 
is present so as to synchronize absolutely with all other devices. 
The RAW data of the eeg through an interpretative model it is 
possible to obtain the emotions felt by the observer. 
A further confirmation of these emotion variations is possible 
through GRS. 
The data processed in this way aims to interpret and 
characterize the heatmaps from the point of view of emotions. 
The designer outside the algorithmic process with the generated 
perceptual heatmaps will compare these data. 
 

 
Figure 9. EEG data acquired using Muse2. 

 

 
Figure 10. GSR data recorded through eSense Mindfield. 

 
3. RESULTS 

The algorithm was verified by running tests on all configured 
scenarios and data were collected simultaneously from the 
biosensors described above. These data show different results 
for each tested configuration:  
• Scenario 1: is the one related to the current state and 

testifies a situation of disorientation of the user, also confirmed 
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by the data collected with the sensors: it is possible to notice, in 
fact, how the user has inspected the whole area looking for 
spatial information, in vain, experiencing on average negative 
emotional states such as "stress" and "unhappiness". 
• Scenario 2: represents the current state with the addition of 

information totems and it describes shorter experiences, as the 
user reaches the assigned goal more easily, exploiting, as the 
heatmaps indicate, the information included in the scene. From 
an emotional point of view there are no predominant emotions 
but on average they remain in the negative quadrant. 
• Scenario 3: this is the one with the inclusion of the benches 

in the center of the atrium. This variation does not lead to a 
change in the passing of the proposed tests, but generates EEG 
and GSR data which testify to the appreciation for the new 
configuration; in fact, the emotions experienced remain in the 
positive quadrant with a characterization of "pleasure" and 
"serene". 
• Scenario 4: the flowerbed with the seats and the tree in the 

center was added and generated the most significant data: the 
heatmaps confirm through the full red colored spheres the 
attraction exerted by the tree during the experience. This interest 
has produced data from biosensors that certify a positive 
influence of the inclusion of green, in fact, from the analysis is 
predominant as an emotion "tranquility". 
The results obtained highlight the need to redesign the space 
and the orientation within information. In addition, the graphics 
produced by the algorithm highlight areas of the facility that are 
potentially optimal for inserting new signs or moving present 
ones. 
 

4. CONCLUSIONS 

The algorithm developed has proved to be a useful tool for the 
identification of some of the critical issues related to the 
orientation in the area of interest and to extrapolate some ideas 
for the future design of solutions for wayfinding. The 
mathematization of space inherent in the process of digital 
representation is proposed as an optimal condition to develop 
analysis and to quantify the impact of an environment on those 
who live it, analytical condition that becomes of primary 
support to design choices, for the ability to quantify in advance 
the impact of possible assumed choices. 
The visual experiences, also in immersive reality, represents the 
pretext useful for extract relations between different spaces and 
behaviors, according to the centrality of the eye in our visual 
culture. Different scenarios, projected to transform the spatial 
hermeneutics, transforms impacts in the vision and in the place 
fillings. The enrichment of virtual space modelled with 
information of visual experiences shows itself as a concrete 
demonstration of representation of immaterial relations, which 
define the place quality. 
The programmed algorithm opens up to multiple upgrades that 
concern a different description of the visual interpretation 
transposed in the attribution of values in correspondence with 
ranges defined by the degrees of the opening of the visual cone, 
a different application in the open field or in the detail of the 
studies of graphic design, a different integration with 
biosensors. 
Wayfinding analyses developed in immersive reality offers the 
possibility of demonstrating the hypothesis of projecting 
choices in identification and orientations processes, analyzing 
the environmental impacts in the eye and in the brain, without 
involving empirical surveys with their aleatoric self-
acknowledgments of the feelings experienced. Digital model 
becomes in this way the field of experimentations, of variation 
of architectural design, support in the idea of concretization.  
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