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ABSTRACT:

Together with rapid development of location-based services and big-data platforms especially in urban areas, huge amount of
spatiotemporal data are collected without properly used; on the other hand, state-of-the-art quantitative policy effect assessment
techniques usually require panel data as input. To solve both issues, this paper follows the following approach: obtaining panel
data by aggregating spatiotemporal data and feeding them to the effect assessment module. With the help of high-performance
computing techniques which are able to deal with huge amount of data, we build framework Aggr-analysis which applies clustering
algorithms to shrink the raw data set and find associations between different data sets via co-location analysis. Finally, we prove
the effectiveness by an example: analysis of resident activities during the COVID-19 Pandemic. We apply Aggr-analysis to process
the share-bike usage data and POI (Point Of Interest) data in Beijing, then obtain the panel data required by DID (Difference-in-
Differences) method. Supplemented with environmental data, we conclude the net effect of the COVID-19 breakout on society and
economy - the pandemic has reduced the overall resident mobility by 64.8% within two months.

1. INTRODUCTION

Studies based on DID design (Difference-in-Differences) are
prevalent in the domain of econometrics and quantitative re-
searches (Baker et al., 2022). Due to possible endogeneity prob-
lems, part of DID configurations are not valid (Bertrand et al.,
2004). The endogeneity concern derives from non-randomness,
such as laws or interventions themselves aiming at influencing
current situation. Randomization is often infeasible in social
scientific researches due to logistical or ethical concerns and so
studies rely on observational data.
However, non-periodical emergencies allows for “legal” ran-
domized experiments, as the occurrence can be considered ir-
relevant to control variables. Studies of such emergency im-
pact usually rely on specific spatiotemporal data (Goodchild
and Glennon, 2010, Horanont et al., 2013, Huang et al., 2015,
Yu et al., 2018), especially during the ongoing COVID-19 pan-
demic. To evaluate the effect on the spatiotemporal changes,
state-of-the-art approaches use LBS (Location-based services)
data as an important data source, such as:

• Social media: researches on Weibo (main microblog so-
cial media in China) (Yin et al., 2020, Zhao et al., 2020)
explore public attention and information propagation on
social networks; Data for Good project organized by Face-
book is proved to carry additional location information
which is helpful to evaluate the risk of future COVID-19
outbreaks (Chang et al., 2021). However, geo-tagged posts
comprise a small part of the whole data, and do not reflect
people’s routines.

• Mobile phone data-related studies (Zhou et al., 2020, Yabe
et al., 2020, Xiong et al., 2020) confirm the positive rela-
tionship between human mobility and COVID-19 infec-
tions, but one can scarcely distinguish purposive move-
ments from random wandering/indoor movements in these
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data.
• Navigation data from mapping platforms: studies based

on Google Maps (Li et al., 2021) and Baidu Maps (Huang
et al., 2020) reveal transportation-related behaviors with
navigation data. For the same reason as in social media,
navigation data cannot cover regular short movements.

The formerly mentioned studies confirm certain assertions but
not valid enough, because their data sets cause endogeneity
problem due to very limited coverage of the studied population.
In this paper, the authors propose a general framework Aggr-
analysis for effect assessment with location-based data. As
is often commented, “garbage in, garbage out”, Aggr-analysis
takes data with unbiased coverage of the research target as in-
put, then converts the input to staggered panel data and use DID
technique to analyze the net effect. The evaluation of Aggr-
analysis is carried out by a the analysis of impacts of COVID-
19 on Beijing based on long-time-sequenced shared-bike data.
The rest of this paper is organized as follows. Section 2 de-
tails Aggr-analysis. Section 3 reports the spatiotemporal char-
acteristics of the shared-bike usage and reveals the DID results.
Section 4 concludes with certain remarks.

2. METHODOLOGY

To make use of big spatiotemporal data in effect assessment
techniques, we propose a generalized framework Aggr-analysis
(Aggregation-based analysis), which covers the whole process
from handling raw input data to reaching final conclusion.

2.1 Workflow

The overall workflow is shown in Figure 1. We first feed Aggr-
analysis with input data sets composed of two parts:

1. After clustering, spatiotemporal data are converted to ag-
gregated time-series, serving as explanatory variables.
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2. Supporting data serve as control variables.

In Analysis module, after denoising, the aggregated time-series
are transfered to co-location analysis and transformed to aggre-
gated staggered panel data, which is acceptable for DID model.
This aggregated data can also be visualized via GIS tools for a
better global understanding. DID model takes panel data and
control variables as input, resulting in the targeted net effect.
Additional with the co-location patterns obtained by co-location
mining techniques, we reach a conclusion.

Spatiotemporal data

Co-location
patterns

Supportive data

Conclusion

Clustering

Effect assessment
module

Washed data

Aggregated data

Visualization

Denoising Denoising

Geo tools

Co-location mining

Preprocessing

Analysis

Figure 1. Workflow of Aggr-analysis

2.2 Co-location mining

Co-location patterns hidden in spatial data are collected by co-
location mining (Yoo and Bow, 2012). They are usually in form
of cliques, as they depend on the definition of neighborhood
to describe the mutual relationship of spatial objects and the
prevalence threshold. We formally define co-location pattern
and its related terms.

Definition 1. Let E = {e1, . . . , eN} be the set of events, clas-
sified in categories C = {c1, . . . , cn}: ∀ei, ∃cj s.t. ei ∈ cj and
∄ck, k ̸= j s.t. ei ∈ ck. A co-location is X = {e1, . . . , ek} ⊆
E and a co-location pattern is the smallest category set P ⊆ C:
∀X,X ⊆

⋃
c∈P and ∄P ′ ⊆ P .

Definition 2. Given co-location pattern P and its correspond-
ing co-location instances {X}, the participation ratio PR is the
fraction of events in ci participating P : PR(P, ci) = |{ej |ej ∈
ci ∧ ej ∈ ∪{X}}|/|{ci}|, based on which the participation
index PI is defined as PI (P ) = argminei∈P PR(P, ei).

A co-location pattern might cover the whole set of events or
appears only once which is hardly called a “pattern”. One re-
stricts the patterns by setting a threshold of participation index,
suggesting that a co-location pattern P appears at least with
probability PI(P ).

2.3 Generalized DID

In Effect assessment module, one often applies generalized DID
model defined as follows:
Let Yist be the outcome of interest for individual i in group s at
time t and Tst be a dummy taking value 0 or 1 for whether the
intervention has affected group s at time t. One then estimates
the following regression using OLS (Ordinary Least Squares):

Yist = α+ cXist + βTst + ϵist (1)

where α = As +Bt, As and Bt are fixed effects for the groups
and years and Xist represents the relevant individual control
variables. The estimated impact of the intervention is then the
OLS estimate β̂. Standard errors ϵist around β̂ are OLS stan-
dard errors after accounting for the correlation of shocks within
each state-year cell.
Yist is set to the logarithm of the target effect (log Yist), reduc-
ing the absolute error due to singular values and more impor-
tantly, regression coefficient β becomes the ratio between the
changes of response and explanatory variables:

Yist = exp(α+ cXist + ϵist) · exp(β) (2)

Let exp(α + cXist + ϵist) = C, given Tst = 1, we have
Yist = C ·exp(β2), where C is in fact the expected value of Yist

without intervention. The ratio of change due to intervention is:

C − Yist

C
= 1− exp(β2) (3)

2.4 K-segmentation

A study period is divided into several stages according to in-
tuition, for example, pre-intervention and post-intervention of
pandemic outbreak. However, the time point when certain in-
tervention take place and when it take effect are probably dif-
ferent, and remain challenging.
In machine learning tasks, one often aims at minimizing the
predefined loss function to formulate the best classification such
that the elements within the same cluster are similar and the el-
ements across clusters are different (Vladimir, 2002). Likewise,
we tried to segment the study period into phases comprising the
most similar patterns using K-segmentation.

Definition 3 (K-segmentation). Let X = {x1, x2, . . . , xN} be
a time series of length N . Given k ∈ N, k < N and index
set T = {n0, . . . , nk} with n0 = 0, nk = N and ∀i, ni <
ni+1, a K-segmentation of X is the set of time series Xi =
{xni+1, . . . , xni+1} where 0 ≤ i ≤ k − 1.

To evaluate a K-segmentation, we use σ =
∑k

i=1 σi as the loss
function where σi is the standard deviation of division Xi. The
goal is to find the best T to minimize σ, i.e., argminT σ(T).
This problem can be solved at the complexity level of O(N2k)
(Terzi and Tsaparas, 2006). In case k and N are small, the
optimum can be found via exhaustive search.

3. APPLICATION

A typical application of Aggr-analysis is exploiting the spa-
tiotemporal changes in the human mobility under the influence
of COVID-19 pandemic.
Considering the need of wide and unbiased coverage of target
population, wide-spread bike sharing system (BSS) in China is
a valid data source for analyzing human mobility at city-scale
during the pandemic period, as shared-bikes are already an al-
ternative for fulfilling people’s need for regular short-distance
transportation.
After the COVID-19 outbreak at the beginning of year 2020,
social distancing and home quarantine were imposed for the
prevention of the pandemic. Additionally, there was a suspen-
sion of buses and taxis for a short period. These strict control
measures inevitably narrowed the options of public transit, in-
creasing the use of shared-bikes.
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3.1 Data set

3.1.1 BSS records This OD (Origin-Destination) data set
comes from 1.02 million shared-bikes provided by 4 main BSS
operators (Mobike, DiDi Bike, Hellobike, and Ofo) in Beijing.
Its records date from Mar, 2019 to Mar, 2020 (66.8 GB) and
cover 1.5 million uses per day contributed by 11 million users,
which account for half of the total population of Beijing. They
are created when users locked/unlocked their shared-bikes, ex-
cluding those of rebalancing operations. This exclusion guar-
antees that the records were collected purely from users. In ad-
dition, this data is anonymous and does not cause privacy con-
cerns. It should be noted that the BSS records in some districts
(Chaoyang, Fengtai, and Shijingshan) are not available due to
the local policies.

3.1.2 Points Of Interest (POIs) POIs of Beijing are col-
lected from APIs provided by AutoNavi1, a web-mapping plat-
form in China. Each entry has the following attributes: a unique
ID object id, an address including lat/lon information, and
a three-level classification: large category, mid category,
and sub category. Among these categories, we choose seven
mid ones: residential area (RA), high-tech company (HC), other
company (OC), subway station (SS), shopping plaza (SP), su-
permarket (SM), and tertiary hospitals (TH)2.
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Figure 2. Snapshots of accumulated confirmed cases in Beijing
from 25 Jan to 10 Feb, 2020.

3.1.3 Confirmed COVID-19 Cases In order to exploit the
spatial effect of COVID cases in the human mobility nearby, we
also collect the confirmed COVID-19 cases during the outbreak
from the daily update on the COVID-19 outbreak dashboard
provided by the Foreign Affairs Office of the People’s Govern-
ment of Beijing Municipality3. The cumulative daily counts
of clinically diagnosed cases in each district from 20 Jan to 05

1https://opendata.pku.edu.cn/dataset.xhtml?persisten

tId=doi:10.18170/DVN/WSXCNM
2Tertiary hospitals are considered as the top-class hospitals in China.
3http://wb.beijing.gov.cn/home/ztzl/kjyq/

Mar, 2020, and we obtain a total of 87 infected residential areas.
According to the timeline of the outbreak (Li et al., 2020), the
evolution of the overall pandemic situation of Beijing is shown
in Figure 2.

3.1.4 Weather data The weather conditions may also ef-
fect human mobility. Herein, the weather data are obtained
from the China Meteorological Data Service Center4, provid-
ing daily weather information such as temperature, wind speed,
and precipitation, covering the same dates as aforementioned
three data sets.

3.2 Tools

Parallel computing performs spatial queries on the big data set:

1. HDFS (Hadoop Distributed File System)5: a distributed
file system which is suitable for parallel computing.

2. Spark6: a parallel analytic engine for big data, and can
invoke Structured Query Language (SQL) to process tem-
poral queries in the BSS data, performing denoising and
statistical analysis.

3. Apache Sedona7, formerly GeoSpark (Huang et al., 2017):
a GIS-based engine based on Spark, capable of performing
spatial analysis and visualization of geo-based data.

We implement our approach in Python and Scala, with certain
code available8. Cartographic visualization is done by ESRI
ArcGIS9. All computation is run on a server consisting of 7
machines with Intel®Xeon®, CPU E5-2640 v2 @2.00 GHz, 8
cores, 61.7 GB RAM, 20 MB cache.

3.3 Method

We first cluster certain types of POIs using DBSCAN algo-
rithm (Density-Based Spatial Clustering of Applications with
Noise) (Ester et al., 1996) since these POIs may be located
close to each other (e.g. RA and SM) causing duplicate pat-
terns in further analysis. Together with BSS data, POI data are
to play the role of response variable reflecting human mobility
in various aspects, while weather data act as control variable.
Confirmed cases with time are to be used in the calibration of
the study period. While in Analysis module, there are five tasks:

1. Statistical charts: a first-step visualization of the statistics
of the shared-bike data;

2. Co-location analysis: aggregating shared-bike usage near
different POIs (within range of 100 m) in different phases,
generating panel data for DID analysis;

3. Phase segmentation: using K-segmentation approach to
divide the entire study period into logical phases by mini-
mizing the loss function;

4. DID: quantitative analysis of the impact of COVID-19 re-
flected by shared-bike usage change;

5. Heatmap: visualization of the shared-bike data based on
the aspect of space & time.

By synthesizing the above results, we reveal the net human mo-
bility change during the pandemic. Among the steps above,
DID configuration should be introduced in more details. As the
COVID-19 pandemic outbreaks during the Chinese New Year

4http://data.cma.cn/en
5https://hadoop.apache.org
6https://spark.apache.org
7https://sedona.apache.org
8https://github.com/XinweiChai/bike analysis
9https://www.esri.com/en-us/arcgis
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of 2020, by taking the shared-bike usage of 2019 as a control
variable (a “virtual pandemic” during the Chinese New Year of
2019), we configure the DID model as shown in Table 1.

T ×D
Before pandemic

(D = 0)
During pandemic

(D = 1)

2019 (T = 0) 0 0
2020 (T = 1) 0 1

Table 1. DID configuration.

We construct the DID regression model Equation 4 by con-
cretizing Equation 1:

logUt = α+β1 ·before2020,t+β2 ·during2020,t+θt+ϵt (4)

where t is the date and Ut is the shared-bike usage on day t.
before2020,t and during2020,t are dummy Boolean variables:
before2020,t takes 1 if t is 4 to 11 days before the outbreak of
pandemic. This term is set to verify the common trend assump-
tion in DID analysis. during2020,t takes 1 when t is during the
pandemic or in mitigation period (corresponding to T × D in
Table 1). α is a constant term, β1, β2 are fitted coefficients, θt is
the date fixed effects (weather, temperature, weekday/weekend,
Chinese New Year, etc.), and ϵt is the residual term. The effect
of holiday and pandemic is evaluated by β1 and β2.
According to Equation 2 and Equation 3, during the pandemic,
as before2020,t = 0, during2020,t = 1, let exp(α+θt+ϵt) = C,
the proportion of human mobility reduction reflected by shared-
bike usage done by pandemic effect is:

C − U

C
= 1− exp(β2) (5)

3.4 Result

In this section, we verify the effectiveness of Aggr-analysis via
assessing the effect of large-scale events through the COVID-19
outbreak in Beijing. Specifically, statistical analysis and visual-
ization are firstly employed to present the data characteristics,
followed by discussions in k-segmentation and DID-analysis.

3.4.1 Statistical Analysis Table 2 presents in a statistical as-
pect of aggregated bike usages before/after the COVID-19 out-
break. The upper part shows that during rush hours of working
days, the shared-bike usage in 2020 is of the same scale as that
of 2019, suggesting that shared-bike use demand follows com-
mon trends which is required by DID. However, the lower part
depicts the case of Chinese New Year holiday, where the overall
shared-bike usage drops to less than 40% compared to the same
period in 2019, suggesting more companies stops working due
to Chinese New Year holiday in 2020.

3.4.2 Visualization Figure 3 delineates the sum of aggre-
gated shared-bike usage in phase a, b, c of 2020 (row 1), the
shared-bike usage in the corresponding period of 2019 (row 2),
and the difference of the former two results (row 3).
Figure 3d summarizes the average shared-bike usage intensity
during the same time interval as phase a in 2019, showing
similar spatial patterns as in 2020. Figure 3g shows the pre-
pandemic difference of bike usage between 2019 and 2020,
which is irrelevant to the COVID-19 outbreak.

3.4.3 K-segmentation According to Definition 3, we iden-
tify key time points using the shared-bike usage data. We apply
elbow method and determine the best-classified phases at k = 3

Daily average shared-bike usage (×105)

Phase 08:00 - 09:00
(weekdays)

18:00 - 19:00
(weekdays) All-day

02 Jan - 20 Jan
2019 2.46± 0.59 1.30± 0.39 15.0± 4.5

02 Jan - 20 Jan
2020 2.58± 1.10 1.37± 0.74 12.7± 6.3

Phase 08:00 - 09:00
(whole week)

18:00 - 19:00
(whole week) All-day

04 Feb - 10 Feb
2019 0.30± 0.05 0.24± 0.08 4.90± 1.56

24 Jan - 02 Feb
2020 0.10± 0.02 0.12± 0.03 1.72± 0.35

Table 2. Shared-bike usage in different time intervals, shown in
form x̄± 2σ.

0 2 4 6 81

Kilometers

(a) phase a 2020

0 2 4 6 81

Kilometers

(b) phase b 2020

0 2 4 6 81

Kilometers

(c) phase c 2020

Aggregated BSS.

6 - 20

21 - 50

51 - 100

101 - 200

201 - 300

301 - 500

501 - 750

751 - 1000

1001 - 10000

0 2 4 6 81

Kilometers

(d) phase a 2019

0 2 4 6 81

Kilometers

(e) phase b 2019

0 2 4 6 81

Kilometers

(f) phase c 2019

Aggregated BSS.

6 - 20

21 - 50

51 - 100

101 - 200

201 - 300

301 - 500

501 - 750

751 - 1000

1001 - 10000

0 2 4 6 81

Kilometers

(g) Diff. a and d

0 2 4 6 81

Kilometers

(h) Diff. b and e

0 2 4 6 81

Kilometers

(i) Diff. c and f

Annual difference

< -3000

-2999 - -1000

-999 - -400

-399 - -300

-299 - -50

-49 - 51

52 - 199

200 - 300

301 - 1000

> 1000

Figure 3. Comparison of shared-bike usage between 2019 and
2020 in different phases.

given the study period of 62 days. The three consecutive phases
are defined via the split points of 23 Jan and 24 Feb, and they
can be named intuitively: phase a before the pandemic, phase
b during pandemic, phase c pandemic mitigation.
We verify the segmentation by applying K-segmentation re-
spectively on different categories of POI, as shown in Table 3.
The segmentation on sub-categories is consistent with that of
overall share-bike usage. There is a minor difference between
HC, OC and that of other categories. This difference is ex-
plained by the lag between the urgent shutdown and the start of
the Chinese New Year vacation. Social and productive activi-
ties have not resumed until 24 Feb, which is already two weeks
after the official declaration of the partial restart.

3.4.4 DID Analysis Table 4 presents the OLS regression
result of Equation 1.
We do not list the constant term α since it is the intercept and
we focus more on the change of the shared-bike usage which
reflects the human mobility of residents. |β1| is small enough,
suggesting that the effects of the Chinese New Year and that
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Category HC OC RA SS
Split point 1 23.01 23.01 24.01 24.01
Split point 2 24.02 28.02 24.02 24.02
Category SP SM TH Overall
Split point 1 24.01 24.01 24.01 23.01
Split point 2 24.02 24.02 24.02 24.02

Table 3. Period segmentation of 02 Jan to 02 Mar, 2020

Overall RA HC OC

β1
0.033 0.011 0.051 0.023
(0.066) (0.069) (0.114) (0.1)

β2
-1.044 -0.889 -1.355 -1.183
(0.125) (0.136) (0.214) (0.189)

R2 0.921 0.906 0.894 0.892
1 − eβ2 64.80% 58.89% 74.21% 69.36%

SS SP SM TH

β1
0.027 0.005 -0.01 0.017
(0.084) (0.166) (0.083) (0.067)

β2
-1.51 -1.331 -0.985 -0.886
(0.156) (0.249) (0.143) (0.165)

R2 0.911 0.687 0.824 0.916
1 − eβ2 77.91% 73.58% 62.66% 58.77%

Table 4. The net effect of COVID-19 on shared-bike usage
obtained via DID, with all the value of During2020,t(β2) at 5%

significance level, shown in form x̄(σ)

of the shared-bike usage trend are well absorbed by the date
fixed effects θ. β2 is negative and statistically significant, sug-
gesting that the pandemic reduces human mobility compared to
year 2019. We estimate the proportion of shared-bike usage de-
crease due to the net impact of the pandemic via 1 − exp(β2).
β2 for all the POI categories is −1.044 implying that the pan-
demic reduces the overall bike usage by 64.8%. This percentage
is slightly lower than 69.49% estimated for Wuhan (the ground
zero), as reported in (Fang et al., 2020). (Mu et al., 2020) esti-
mates the intra-city mobility reduction in Beijing to be between
56.5% and 65.2%, which is consistent with our result (64.8%).
Analogous analyses are conducted respectively in the chosen
POI categories. With all β2 values at a 5% significance level,
we are prone to believe that COVID-19 pandemic has a nega-
tive impact on human mobility close/belonging to urban core
functional areas. The principle cause is attributed to the mu-
nicipal restrictions especially wide-spread quarantine. The es-
timated mobility reduction due to COVID-19 pandemic of SS
(77.91%), HC (74.21%), and SP (73.58%) are higher than that
of other categories.

3.4.5 One Step beyond DID As certain POI categories of-
ten co-locate with each other, generating co-location patterns,
e.g., there are usually convenience stores downstairs an office
building. To distinguish the motivation of each shared-bike us-
age, we classify different purposes by characteristic timeslots,
i.e.. For instance, we selected 8:00 - 10:00 as the characteristic
timeslot for HC and OC.
Table 5 shows the shared-bike usage per day within range of
100 m of POIs during its characteristic timeslot, where RA, HC,
OC are cluster-based (preprocessed via DBSCAN) and SS, SP,
SM, TH are point-based. Ua, Ub, Uc stand for the shared-bike
usage during phase a, b, c. Two associated ratios measure the
extent to which the COVID-19 epidemic has led: Ub/Ua quan-
tifies the decline in shared-bike usage during the Chinese New
Year, which coincides with the strict quarantine period, Uc/Ua
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reflects the recovery progress afterwards (% of pre-pandemic).
We reach some interesting implications, for example:

• Among the values of Ub/Ua, HC has the biggest decrease
(down to 10.4%), corresponding to the fact that workers in
HC agree most with “work from home”;

• As for Uc/Ua, 28.6% for HC and 30.4% for OC suggest
that the recovery from the peak of panic is not satisfying;

• SM has the highest recovery (Uc/Ua − Ub/Ua), showing
the people’s basic needs are of extreme importance even in
strict quarantine period.

4. CONCLUSION

This paper introduces our framework Aggr-analysis designed
for effect assessment of large-scale events from spatiotempo-
ral perspective. Fed with huge amount of LBS data, it carries
co-location analysis and produces panel data with the help of
parallel computing, serving for quantitative researches. DID,
a representative statistical technique, consumes the panel data
and finally obtains the net impact of the targeted object.
An application of Aggr-analysis is conducted on the impact as-
sessment of COVID-19 pandemic in Beijing after the outbreak.
We conclude an overall decrease of human mobility to be 64.8%
and the impact of COVID-19 pandemic lasts at least till the end
of our study period.
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Given non-biased and full-coverage raw data, Aggr-analysis is a
generalized tool for effect assessment, also applicable in econo-
metric researches and policy making. In the ongoing research,
we are extending Aggr-analysis to predict possible social reac-
tions which are reflected in the form of spatiotemporal data.
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APPENDIX

Abbreviations:
BSS Bike Sharing System
GIS Geographic Information System
LBS Location-Based Service
OLS Ordinary Least Squares
POI Point Of Interest
VGI Volunteered Geographical Information
RA Residential Area
HC High-tech Company
OC Ordinary Company
SS Subway Station
SP Shopping Plaza
SM Supermarket
TH Tertiary Hospital
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