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ABSTRACT: 

In recent years, with the advancement of marine resources and environment research, the ecological functions of reef-building coral 
reef ecosystems distributed in warm shallow waters of the ocean are being continuously discovered and valued by people. It is 
important for ecosystem protection to monitor the population of marine animals. Besides, many projects of Autonomous Underwater 
Vehicle (AUV) also need technology to perceive and understand environment information in real-time for better decision-making. 
Therefore, marine animal detection has become a challenge for researchers to study nowadays. Deep neural network models have 
been used to solve fish-related tasks and gained encouraging achievements, but there are still many problems in this field. In this 
paper, several YOLO-based methods are chosen for comparison. Experiment results indicate that these methods can recognize the 
marine animals in coral reef quickly and accurately. Finally, several recommendations for model improvement according to 
assessment results are presented.  

1. INTRODUCTION

In recent years, with the advancement of marine resources and 
environment research, the ecological functions of coral reef 
ecosystems distributed in warm shallow waters of the ocean are 
being continuously discovered and valued by people (Modasshir 
and Rekleitis, 2020). Because it is closely related to global 
climate warming and the development of marine resources, the 
demand for its dynamic and normalized monitoring is 
increasingly urgent. And in the coral reef ecosystem, marine 
animals play an important part in maintaining the balance of 
various components and their existence usually indicates that the 
ecosystem is in a good condition (Riansyah et al. 2018), so it is 
important for ecosystem protection to monitor the population of 
marine animals. Furthermore, as there are more and more 
projects of Autonomous Underwater Vehicle (AUV) in order to 
perform different underwater tasks, such as marine organism 
capturing, ecological surveillance and biodiversity monitoring 
(Kumar et al., 2018), there is an increasing need to develop 
technology on how to perceive and understand environment 
information in real-time for better decision-making. Therefore, 
marine animal detection has become a challenge for researchers 
to study nowadays (Berg et al., 2022). 

In application, we hope that the marine animal detector can 
satisfy the demand for both precision and efficiency. In other 
word, a robust and lightweight detector is required. Various 
approaches have been followed for marine animal detection. 
Earlier in the decades ago, shallow learning architectures have 
been used for fish detection. But limited to their generalization 
capability, they are unable to extract high-level features robustly 
from complicated changing environment and exhibit low 
performance in real-world scenarios. As the deep learning 
technology improves, deep neural network models have been 
used to solve fish-related tasks (Moniruzzaman et al. 2017). One 
of the most commonly used variants of deep neural networks is 
the convolutional neural network (CNN) which can learn the 

inner features automatically and detect objects accurately. 
However, there are still some problems in this field. First, it is 
much harder to obtain underwater images, and the annotation task 
is costly. The labelled dataset of underwater object detection is 
extremely limited (Hashisho et al., 2019), hence data 
augmentation is needed to make model focus more on semantic 
information (Shorten et al., 2021). Second, the contradiction 
between the precision and speed becomes even more critical. 
Third, scale-changing objects and complicated condition bring 
great challenges to the detection model. Among varied methods, 
YOLO-based methods (Redmon et al., 2016) are representative 
and have good performance on both precision and speed, so that 
they have been at the centre of attention for many researchers. 

You Only Look Once (YOLO) is a viral and widely used 
algorithm (Sultana et al., 2020) and has many derivative 
algorithms. Inspired by the GoogLeNet (Szegedy et al., 2015) 
model for image classification, the first YOLO version (YOLOv1) 
was proposed by Redmon et al. (Redmon et al., 2016) to create a 
one step process involving detection and classification. Unlike 
the previous traditional methods, YOLO can make bounding box 
predictions and class predictions simultaneous, so that it would 
meet the need of both accuracy and speed. In 2017, YOLOv2 
(Redmon and Farhadi, 2017) was proposed to improve the speed 
of object detection while keeping the detection accuracy. Its 
primary network is a new classification model named Darknet-
19, and anchor box mechanism is added to increase the accuracy 
of the network. It is deeper than YOLOv1 and keeps the real-time 
detection speed. However, its detection accuracy is still low for 
small or dense objects, and YOLOv3 (Redmon and Farhadi, 2018) 
was proposed to solve this problem. In order to solve the 
vanishing gradient problem of deep networks and preserve fine-
grained features for small object detection, YOLOv3 applies a 
residual skip connection and uses an up-sampling and 
concatenation method. It has done a great job and left every 
object detection algorithm behind in terms of speed and accuracy 
(Gani et al., 2021). However, the original author of YOLO 
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announced to discontinue his research in the computer vision 
field after the release of YOLOv3. And YOLOv4 (Bochkovskiy 
et al., 2020) was published by a Russian developer named Alexey 
Bochkovskiy in 2020. A series of experiments with many of the 
most advanced innovation ideas of computer vision were 
performed for each part of the architecture of YOLOv4. One 
month later, researcher Glenn Jocher and his Ultralytics LLC 
research department published YOLOv5 (Ultralytics, 2020) with 
a few differences and improvements. YOLOv5 is written in 
Python programming language instead of C as in previous 
versions, so that it is easier to install. According to relevant 
researches, YOLOv5 has proved higher performance than 
YOLOv4 under certain circumstances (Thuan, 2021). Inspired by 
these researches, many improved algorithms have been proposed. 
Baidu released PP-YOLO (Long et al.,2020me) based on 
YOLOv3, and then proposed its improved version named PP-
YOLOv2 (Huang et al., 2021). YOLOX (Ge et al., 2021) 
achieves a better trade-off between speed and accuracy due to 
advanced detection techniques, i.e., decoupled head, anchor-free, 
and advanced label assigning strategy. YOLOS (You Only Look 
at One Sequence) (Fang et al., 2021) is a series of object detection 
models based on the vanilla Vision Transformer (Dosovitskiy et 
al., 2020). Scaled-YOLOv4 (Wang et al., 2021) proposes a 
network scaling approach that modifies not only the depth, width, 
resolution, but also structure of the network. YOLOR (You Only 
Learn One Representation) (Wang et al., 2021) used a unified 
network that encoded implicit and explicit knowledge to predict 
the output, it can perform multitask learning such as object 
detection. Recently, Poly-YOLO (Hurtik et al., 2022) can achieve 
the same precision as YOLOv3, but it is three times smaller and 
twice as fast. Besides, some researchers (Kim et al., 2020) tried 
to convert pre-trained deep networks to Spiking Neural Networks 
(SNNs) and achieved suitable precision on non-trivial datasets. 
 
YOLOv3 (Redmon and Farhadi, 2018) and YOLOv5 (Ultralytics, 
2020) are classical networks in YOLO series, and YOLOR 
(Wang et al., 2021) is one of the representative neural network 
models. Therefore, in this paper, above three methods are chosen 
for comparison. Considering the lack of high-resolution 
underwater image datasets, an underwater object detection 
dataset containing thousands of instances is constructed by this 
paper, on which these methods are all tested. The results of the 
experiment show that these methods can recognize the marine 
animals in coral reef quickly and accurately. Due to the different 
structure of networks, they have different performances, and 
functions of their components from different perspectives are 
analyzed and discussed in this paper. 
 

2. METHODOLOGY 

2.1 YOLOv3 

For deep neural networks, more layers usually mean more 
accuracy. But deeper layers are likely to lose fine-grained 
features, YOLOv2 often struggled with small object detections 
even if it is deeper. ResNet (He et al., 2016) brought the idea of 
skip connections to help the activations to propagate through 
deeper layers without gradient vanishing. On the basis of these 
studies, YOLOv3 (Redmon and Farhadi, 2018) was proposed. 
For performing feature extraction, a new network named 
Darknet-53 is applied. It is a hybrid approach between the 
network used in YOLOv2, Darknet-19, and that residual network 
stuff. As shown in Table 1, the network uses successive 3*3 and 
1*1 convolutional layers but has some shortcut connections as 
well. According to the authors, this new network is much more 
powerful than Darknet-19 but still more efficient than ResNet-
101 or ResNet-152. 

 
 Type Filters Size Output 
 Convolutional 32 3*3 256*256 
 Convolutional 64 3*3/2 128*128 
 Convolutional 32 1*1  

1* Convolutional 64 3*3  
 Residual   128*128 
 Convolutional 128 3*3/2 64*64 
 Convolutional 64 1*1  

2* Convolutional 128 3*3  
 Residual   64*64 
 Convolutional 256 3*3/2 32*32 
 Convolutional 128 1*1  

8* Convolutional 256 3*3  
 Residual   32*32 
 Convolutional 512 3*3/2 16*16 
 Convolutional 256 1*1  

8* Convolutional 512 3*3  
 Residual   16*16 
 Convolutional 1024 3*3/2 8*8 
 Convolutional 512 1*1  

4* Convolutional 1024 3*3  
 Residual   8*8 
 Avgpool  Global  
 Connected  1000  
 Softmax    

Table 1. Darknet-53 (Redmon and Farhadi, 2018). 

 
2.2 YOLOv5 

YOLOv5 (Ultralytics, 2020), which is proposed by Ultralytics 
LLC, is the latest product of the YOLO architecture series. There 
are several state-of-art innovations in the field of computer vision 
at that time being applied, so that it can achieve high precision 
and high speed. And its model is small, indicating that it is 
suitable for development to the embedded devices to implement 
real-time object detection. The YOLOv5 architecture contains 
four architectures, specifically named YOLOv5s, YOLOv5m, 
YOLOv5l and YOLOv5x, respectively. The main difference 
among them is that the amount of feature extraction modules and 
convolution kernels in the specific location of the network is 
different (Yan et al., 2021). YOLOv5s architecture is chosen for 
comparison in this paper. 
 

 

Figure 1. Architecture of YOLOv5s (Yan et al., 2021). 
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The YOLOv5s mainly consists of three components, including 
backbone network, neck network and detect network. Its 
architecture is shown in Figure 1. The BottleneckCSP module is 
mainly composed of a Bottleneck module with a convolutional 
layer, and the SPP module means spatial pyramid pooling. The 
backbone network is to aggregate different fine-grained images 
and form image features. The neck network is to aggregate 
feature image features. And the detect network is used to output 
the final detection. 
 
2.3 YOLOR 

YOLOR (You Only Learn One Representation) (Wang et al., 
2021) applies a network that can learn a general representation 
by integrating implicit knowledge and explicit knowledge. As 
YOLOR has variants with multiple network depth and height 
scales, YOLOR-P6 and YOLOR-W6 are considered for the study. 
YOLOR-P6 has same architecture as YOLOv4-P6-light. The 
architecture topology of YOLOv4-P6-light is shown in Figure 
2(a). It uses Stem D (Figure 2(b)) which is called focus layer, and 
base channels are set as {128, 256, 384, 512, 640}. It is noted that 
ReOrg (re-organization) in Stem D is a kind of down-sampling 
modules. All Mish activation in YOLOv4-P6-light is replaced by 
SiLU activation. As for YOLOR-W6, it is wider YOLOR-P6, and 
base channels are set as {128, 256, 512, 768, 1024}. 

 

 

Figure 2. The illustration of YOLOR (Wang et al., 2021). 

 
3. EXPERIMENTS AND DISCUSSION 

3.1 Data 

Due to the lack of high-resolution underwater image datasets, an 
underwater object detection dataset containing thousands of 
instances is created. The example images from the dataset are 
shown in Figure 3. The objects are classified into two main 
categories: fish and turtle.  
 
Figure 4 shows the 2D histogram of bounding box pixel 
coordinates. It can be seen that bounding boxes are distributed 
uniformly in images. In addition, most of objects are fish whose 
size is usually small, while almost all big objects are turtles. 

 

Figure 3. Example images from the dataset. 

 

 

Figure 4. 2D histogram of bounding box pixel coordinates. 

 
3.2 Training details 

Three networks are all trained for 300 epochs with image resizing 
to 640*640. Models are trained on a Nvidia Geforce RTX 3060 
GPU with PyTorch implementation, and an 80/20 training/test 
split is used on the dataset. 
 
3.3 Experiment results 

The importance of an object detection algorithm is weighted by 
how accurate and quickly it can detect objects. For accuracy 
evaluation, the detection Average Precision (AP) is calculated in 
this paper, because this is the actual metric for object detection. 
The results can be seen in Table 2. The third column shows the 
AP when the IoU threshold is 50% (AP50). And the fourth column 
shows the AP averaged over 10 different thresholds from 50% to 
95% (AP50:95). 
 

Model Category AP50 AP50:95 

YOLOv3 
fish 0.842 0.542 

turtle 0.995 0.902 

YOLOv5 
fish 0.768 0.464 

turtle 0.995 0.771 

YOLOR-P6 
fish 0.794 0.487 

turtle 0.995 0.995 

YOLOR-W6 
fish 0.805 0.512 

turtle 0.995 0.902 

Table 2. Precision of three models. 
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Figure 5. Examples of marine animal detection. 

 
To evaluate speed of three models, their average execution time 
is measured and shown in Table 3. All these methods can perform 
real-time marine animal detection. 
 

Model Average Execution Time (ms) 
YOLOv3 24.3 
YOLOv5 13.3 

YOLOR-P6 22.4 
YOLOR-W6 23.4 

Table 3. Precision of three models. 

 
According to experimental results, YOLOv5 is the most efficient, 
and YOLOv3 has the best performance as it achieves highest AP. 
As for YOLOR, YOLOR-W6 has higher precision with a very 
small amount of additional cost.  
 
Several examples of marine animal detection are displayed in 
Figure 5, and each row corresponds to a scene. From these 
examples, it can be seen that YOLOv5 sometimes misses objects, 
such as fish in Scene (b) and Scene (c). YOLOv3 and YOLOR-
W6 can nearly detect all objects with high confidence. 
 
3.4 Discussion 

It can be found from the experiment results that deeper network 
does not necessarily perform better. This may mainly because the 
scale of the dataset is small. Deep networks, such as YOLOR-P6 
and YOLOR-W6, can achieve the state-of-the-art performance 
on the large-scale dataset. But for such a small dataset, they 
probably suffer from overfitting. Conversely, a simpler network, 
i.e. YOLOv3, can fit better and get higher-precision detection.  

 
To solve the problem of insufficient data, on the one hand, 
pretraining process plays a critical role, especially for the task 
with a small dataset. It seems better to pretrain an object detection 
model on a large-scale dataset, such as COCO (Lin et al., 2014). 
On the other hand, data augmentation is a solution. Considering 
deep model severely suffers from domain shift, there is a new 
augmentation method Water Quality Transfer (WQT) which is 
proposed to enlarge the dataset and increase domain diversity has 
achieved promising performance of domain generalization (Liu 
et al., 2020). 
 

4. CONCLUSION 

In conclusion, object detection using several YOLO-based 
methods to real-time identify marine animals in the coral reef 
ecosystems has been done successfully. These methods have 
properties of high efficiency and accuracy, so that they can 
provide other tasks with reliable processing results in high frame 
rate. Based on this, this paper evaluates effects of different 
structure of network models, and discuss the solution for limited 
underwater dataset. This work can give reference for research of 
real-time marine animal detection. 
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