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ABSTRACT: 
 
The large field of view and compact structure make fisheye lens cameras an attractive technology for mobile mapping systems and 
visual navigation. Fisheye cameras usually have a field of view equal to or higher than 180o. Lenses that can capture light rays coming 
from angles larger than 180o are known as hyper hemispherical lenses. Some of the existing mathematical models can be unsuitable 
for those points beyond the 180o field of view when performing photogrammetric processes based on these equations, underexploring 
the full potential of fisheye lens cameras. In this case, depending on the selected projection model, points appearing in the hyper 
hemispherical (HH) field can produce blunders in the bundle adjustment. Nevertheless, most of the available solutions for camera 
calibration and bundle adjustment were implemented using the equidistant model. Therefore, the points located in the hyper 
hemispherical field are often removed from the bundle adjustment either during keypoint detection or by applying a mask to remove 
the entire HH field from the images. In this paper, we assessed experimentally the hypothesis that using the original HH full-field 
image introduces blunders, deteriorating the bundle adjustment. The experiments were performed with a Ricoh Theta S 360o camera 
which was mounted on a backpack platform. The camera was set in video mode, and frames were captured at a rate of 1 fps, while 
traversing an urban street, generating 307 frames. Experiments were performed, including or removing HH points in the bundle 
adjustment. The results show that the errors in the dataset with the hyper hemispherical field were larger than the ones using cropped 
images.  
 
 
  

1. INTRODUCTION 

Omnidirectional systems have become more reliable and 
efficient, being used in many applications, including those 
requiring high geometric accuracy. Some applications focus only 
on visual quality with fewer requirements for high accuracy, such 
as visualisation of landscapes and indoor buildings, surveillance, 
action scenes, recording of forest stand hemispheres (Schwalbe, 
2005), and many others. However, being able to produce an 
accurate geometric 3D reconstruction of the environment is a key 
feature for a mobile mapping system. 
 
Omnidirectional systems provide a wide field of view (usually 
360o), and several different types of optical components are used 
to produce such systems. Catadioptric system combines 
projective cameras with mirrors, while fisheye cameras rely on 
refractive elements. Omnidirectional images can also be 
generated by rotating cameras and mosaicking images acquired 
by multiple synchronised cameras. Fisheye and catadioptric 
systems can capture a full hemisphere in a single image shot, 
which solves the problem of synchronisation and avoid 
mosaicking multiple images.  
 
Due to the large field of view, compact structure and reduced 
operational and computational costs for navigation, fisheye lens 
cameras have been frequently used in positioning and navigation, 
sometimes combined with other sensors, such as LiDAR, Global 
Navigation Satellite Systems (GNSS) receivers and inertial 
measurement units (IMU). This sensor's integration can 
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overcome challenges such as occlusion, dynamic object 
detection, and GNSS-denied locations (Alatise and Hancke, 
2020).  
 
Visual-inertial navigation, especially using fisheye cameras plays 
a key role in multi-sensors mobile systems, improving navigation 
performance in different environmental conditions. For instance, 
in the last years, many portable platforms, such as robots (Flögel 
et al., 2022), UAVs (Lin et al., 2018; Gao et al., 2020), 
autonomous cars (Heng et al., 2019, Eising et al., 2022) or 
backpacked systems (Campos et al., 2018b) have benefited from 
fisheye cameras. 
 
Fisheye cameras usually have a field of view of 180o, but there 
are lenses that can capture light rays coming from larger angles. 
Pernechele (2016) coined the term hyper hemispherical lenses 
(HH lenses) to describe a lens system which looks 360o around 
the azimuthal axis and tens of degrees above the horizon. This 
development has opened new possibilities, such as using two 
cameras to cover the whole viewing sphere. However, modelling 
hyper hemispherical lenses (HH lenses) is still a concern 
continuously discussed (Campos et al., 2018b; Martins et al., 
2020; Castanheiro et al., 2021; Lichti et al., 2021).  
 
The knowledge of the internal camera geometry allows a suitable 
photogrammetric treatment of the images, and highly accurate 
results can be achieved, provided that rigorous calibration with a 
suitable model is used. Therefore, points in the hyper 
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hemispherical field have to be correctly modelled, making it 
possible to take advantage of the full potential of fisheye lens. 
For instance, assembling two fisheye cameras in a back-to-back 
mount provides full 360o coverage, which has been explored by 
recent commercial omnidirectional camera systems. Several 
manufacturers of action camera are releasing such a solution 
(Ricoh, 2023; GoPro, 2023; Insta360, 2023). However, in these 
dual-fisheye mounts, the lenses and their entrance pupils have to 
be physically displaced and, as a consequence, some occluded 
areas are likely to occur if hemispherical fisheye lenses are used. 
To avoid this problem, when using dual-fisheye cameras, each 
fisheye lens has to cover more than 180o, which requires HH 
lenses (Pernechele, 2016).  
 
Nevertheless, most of the available solutions for camera 
calibration and bundle adjustment were only implemented using 
the equidistant model, which cannot handle the hyper 
hemispherical field. Then, the points located in the HH field end 
up to be removed from the bundle adjustment (Perfetti e al., 2018, 
Campos et al., 2018a). Especially for professional use, there are 
photogrammetric software that have already implemented 
fisheye projection models. A well-known is Agisotf Metashape 
(Agisoft, 2023a) which implements a complete photogrammetric 
pipeline from the initial relative orientation, in-situ camera 
calibration, generation of dense surface models and ortho-
mosaics, using the equidistant projection model.  
 
This paper aims to experimentally study the loss of accuracy 
when using the original hyper hemispherical images in the bundle 
adjustment with the equidistant model and the strategies to 
overcome this problem. 
 

2. BACKGROUND 

2.1 Mathematical model for fisheye cameras 

The geometric treatment of fisheye images can be done either by 
rigorous and physical-based mathematical models (Abraham and 
Förstner, 2005; Schneider et al., 2009; Hughes et al., 2010; 
Campos et al., 2018b; Lichti et al., 2021) or by generalised 
models (Courbon et al., 2007; Geyer and Daniilidis, 2000; 
Kedzierski et al., 2006; Khomutenko et al., 2016; Usenko et al., 
2018).  
 
The more common projection models are perspective, equidistant 
(Equation 1), equisolid-angle (Equation 2), stereographic 
(Equation 3), and orthogonal (Equation 4). The perspective 
projection considers that an incident light ray reaching the lens 
will emerge with the same angle. Considering rp as the radial 
distance, f as the camera focal length, and α as the incident ray 
angle, the perspective model is given as rp = f. tan (α). This model 
is unsuitable for fisheye lenses since rp will approach to the 
infinite as α approaches 90o . Equations (1) to (4) present 
projection models for fisheye lenses.  
 

Equidistant:      rp = f. α           (1) 
Equisolid-angle:  rp = 2.f. sin (α/2)  (2) 
Stereographic  rp = 2.f. tan (α/2)  (3) 
Orthogonal rp = f. sin (α)  (4) 

 
These projection models presented in Equations (1) to (4) can be 
expanded as observation equations and distortion models 
(Abraham and Förstner, 2005; Schneider et al., 2009; Campos et 
al., 2018b). The observation equations for the equidistant model 
(Schneider et al., 2009) are shown in Equation (5): 
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In which:  
Xc, Yc, Zc are 3D coordinates of a point in the camera reference 
system; 
f is the camera focal length; 
x, y are the coordinates projected to the image plane and 
correspond to the observed values, already reduced to the 
principal point and corrected for the lens distortion effects with 
the well-known Conrady-Brown model. 
 
The transformation of  Xc, Yc, Zc to ground coordinates (X, Y, Z) 
requires a rigid body geometric transformation as a function of 
the camera position and attitude (Exterior orientation). 
 
As previously mentioned, some of the existing mathematical 
models can be unsuitable for those points beyond the 180o field 
of view when performing photogrammetric processes based on 
these equations. Using points appearing in the hyper 
hemispherical (HH) field can produce blunders in the bundle 
adjustment, depending on the selected projection model, as 
shown by Castanheiro et al. (2021) for a calibration problem. The 
authors compared experimentally the more common projection 
models (equidistant, equisolid-angle, stereographic, and 
orthogonal) for hyper hemispherical images acquired with a 
Ricoh Theta dual-fisheye camera, concluding that the equisolid-
angle model presented the best results in the simultaneous 
calibration experiments. They also concluded that the use of 
equidistant projection model can cause an incorrect mapping of 
the hyper hemispherical points in the image plane due to the atan 
function in the observation equations (Castanheiro et al., 2021).  
 
Nevertheless, Agisotf Metashape (Agisoft, 2023a) software uses 
the equidistant projection model (Agisoft, 2023, pg. 138) for 
camera calibration and bundle adjustment with fisheye images. 
Equations (8) are the projection models implemented in Agisoft 
Metashape Pro (Agisoft, 2023, pg. 138), with some minor 
modifications in the notation.  
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In which; xp, yp are intermediate projected coordinates (tan 
function of the viewing angles, or coordinates considering a unit 
focal length); 
rp is the radial distance;  
x, y are the coordinates projected to the image plane, with the 
equidistant condition, and;  
f is the camera focal length.  
 
Equations (9) describe the radial symmetric and decentering 
distortion corrections, in which the higher order terms (P3 and P4) 
were neglected.  
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In which, K1, K2, K3, K4 are the radial symmetric distortion 
coefficients, P1, P2 are the coefficients for decentering distortion. 
 
Equations (11) relates the coordinates projected to the image 
space with the image coordinated (u and v) and can be used as 
observation equations.  
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In which: u and v are the point coordinates in the image 
coordinate system (in pixels); w, h are the image width and height 
in pixels; B1 and B2 are the affinity and skew coefficients; cx and 
cy are the coordinates of the principal point. 
 
After some manipulations, Equation (5) (Schneider et al., 2009) 
can be obtained from equations (6), (7) and (8). As previously 
mentioned, points in the hyper hemispherical field do not fit 
equations (8) and, thus, can generate a blunder. In this specific 
case, to mitigate this problem, the points located in the hyper 
hemispherical field have to be removed from the bundle 
adjustment. Another option is to apply a mask to remove the 
entire HH field from the images.  
 
2.2 Fisheye cameras and backpacked systems 

Fisheye and panoramic cameras are affordable alternatives for 
compact and lightweight mobile mapping systems, such as 
backpacks and handheld mobile mapping platforms. Those 
systems have been extensively used for mobile mapping in 
difficult access environments, such as forests (Campos et al., 
2018a), urban canyons (Eising et al., 2022), indoor navigation 
(Kim et al., 2021), cultural heritage documentation (Barazzetti et 
al., 2017) (Perfetti et al., 2018), tunnels and caves inspection 
(Alessandri et al., 2019;  Meyer et al., 2020).  
 
Panoramic spherical cameras, such as Ladybug 5, have been 
explored in backpacked mobile mapping systems (Rau et al., 
2016;  Blaser et al., 2018; Blaser et al., 2021) and camera rigs (Ji 
et al., 2020). More recently, Perfetti and Fassi (2022) developed 
a handheld multi-camera system containing five industrial-grade 
cameras (Flir BFS 50S5) and a small backpack for power supply 
and computer. The system was used to map narrow spaces at 
Milan's Cathedral (e.g. spiral staircase). However, the use of 
many cameras increases the complexity of camera 
synchronisation and poses further problems with the generation 
of a single panoramic image from multiple viewpoints.  
 
An alternative is the use of fisheye lens cameras, in which fewer 
cameras are needed to produce a wider panorama. Campos et al. 
(2018b) developed a backpack system composed of a dual-
fisheye camera (Ricoh Theta S) and a low-cost navigation system 
for forest mapping and stem detection. Other commercial dual-
fisheye cameras, such as Samsung Gear 360, and XiaoMi Mi 
Sphere have also been explored at handheld mobile setups for 
cultural heritage and tunnel structural monitoring (Koehl et al., 
2016; Barazzetti et al., 2017; Sun and Zhang, 2019).' 
 

Fisheye cameras are often combined in backpack mobile 
mapping systems with other optical remote sensors, such as laser 
scanners, as presented by  Corso and Zakhor (2013), Kim (2013) 
and Liang et al. (2013). 
 

3. METHODOLOGY 

The study area is a street inside the campus surrounded by 
buildings and vegetation with a path 140 m long. The 
experiments were performed with a Ricoh Theta S 360o camera 
(Fig.1.a) (Ricoh, 2023), which was mounted on a backpack 
platform (Fig 1.b). The camera was assembled in a handheld 
gimbal for stabilisation. A navigation GNSS receiver and an IMU 
(UBLOX NEO6M) were attached to provide an initial trajectory. 
Technical specifications of the Ricoh Theta S camera are 
presented in Table 1. 

 

 
Figure 1. (a) The backpack mount, (b) Ricoh Theta S dual-

fisheye camera, (c) MPU IMU, and; (d) UBLOX GNSS 
receiver. 

 

Camera Ricoh Theta S 
Sensor size Two 1/2·3" CMOS Sensors (14 

Mpx) 
Still Image  2688 x 2688 pixels in each sensor 

Dual fisheye Image  960 x 1080 pixels in each sensor 
Fisheye field of view 190° each  
Nominal focal length 1.31 mm 

Pixel size 5 μm 
  

Table 1: Technical specifications of the Ricoh Theta S 
digital camera.  

 
The calibration of the Ricoh Theta S camera was previously 
performed by Campos et al. (2018b) using the equidistant model 
and relative orientation stability constraints. The estimated 
interior orientation parameters of sensor 2, used in this 
experiment, are presented in Table 2. 
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Parameter Estimated value Estimated standard 
deviation 

f (mm) 1.4295 0.0012 
x0 (mm) 0.0042 0.0008 
y0 (mm) 0.2934 0.0010 

k1 (mm-2) -16.0 E-3 1.2 E-3 
k2 (mm-4) 6.26 E-3 5.0 E-4 
k3 (mm-6) -1.19 E-3 6.63 E-5 
P1 (mm-1) -7.13 E-4 6.12 E-5 
P2 (mm-1) -1.29 E-4 7.32 E-5 

 
Table 2:  Interior orientation parameters (IOP) of the 

Ricoh Theta S digital camera obtained with the equidistant 
model Campos et al. (2018b). 

 
Two image datasets were generated for the experiments aiming 
to investigate the effects of hyper hemispherical points in the 
bundle adjustment with the equidistant model. The first uses the 
original hyper hemispherical images (Fig.2.a), while the second 
dataset uses cropped images, in which the hyper hemispherical 
fields were removed (Fig. 2.b). The camera captures dual fisheye 
images with 29 fps (frames per second). From the dual-fisheye 
frames captured, only fisheye images from one sensor were 
selected with 1 fps rate to be used in this study. Both datasets 
have 307 frames and the same data acquisition setup.  
 
Natural and signalised control points were surveyed with GNSS-
RTK for comparative analysis. Fig. 3 depicts the position of the 
Ground Control Points (GCPs) and the camera locations. These 
two image datasets were processed with Agisoft Metashape Pro, 
using simultaneous bundle adjustment with the fisheye camera 
model. The surveyed ground points were used in two 
combinations of the GCPs and Check Points (ChP): 26 GCPs and 
4 ChP; and  20 GCPs and 10 ChP.  
 
Experiments with different sets of Interior Orientation 
Parameters (IOPs) were also conducted. The bundle adjustment 
was calculated with previously estimated IOPs which were 
considered fixed in the bundle adjustment (Table 2), and with in-
situ calibration, which was performed with Metashape tool. The 
values presented in Table 2 were imported using the Australis 
format and converted internally to the Agisoft model (Equations 
9 and 11). 

 
Figure 2. Fisheye images used in the experiments: (a) original 
frame with the hyper hemispherical field and; (b) with 180o field; 
(c) trajectory followed by the backpacked platform. 
 

4. RESULTS AND DISCUSSION 

The results of the experiments are summarised in Tables 3, 4, 5 
and 6, with the Root Mean Square Error (RMSE) of GCPs and 
ChP. In these tables, the first group of results show the RMSE 
when using the original images, including the HH field, and the 
second group uses the cropped images.  
 
Tables 3 and 4 summarise the results with previous IOPs with 
two combinations of GCPs and ChP and images with and without 
the HH field.  
 

 

 
Figure 3. Configuration of exposure stations, control and check points.  
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Data set 1: Original hyper hemispherical images 
 Number 

of points 
RMSE_X 

(cm) 
RMSE_Y 

(cm) 
RMSE_Z 

(cm) 
GCP 26 14.8 11.7 6.6 

Check points 4 19.8 27.6 6.9 
Data set 2: Cropped images, without the HH field 
GCP 26 1.9 1.8 2.1 

Check points 4 17.6 11.4 7.7 
 

Table 3:  RMSE in 26 GCPs and 4 ChP after the bundle 
adjustment with fixed IOPs. 

 
Data set 1: Original hyper hemispherical images 

 Number 
of points 

RMSE_X 
(cm) 

RMSE_Y 
(cm) 

RMSE_Z 
(cm) 

GCP 20 14.8 15.0 7.4 
Check points 10 17.6 13.2 6.1 

Data set 2: Cropped images without the HH field 
GCP 20 1.6 1.5 1.8 

Check points 10 6.2 6.6 5.8 
 

Table 4:  RMSE in 20 GCPs and 10 ChP after the bundle 
adjustment with fixed IOPs. 

 
Data set 1: Original hyper hemispherical images 

 Number 
of points 

RMSE_X 
(cm) 

RMSE_Y 
(cm) 

RMSE_Z 
(cm) 

GCP 26 7.7 12.2 3.9 
Check points 4 7.9 6.3 4.5 

Data set 2: Cropped images without the HH field 
GCP 26 3.9 5.9 2.3 

Check points 4 5.9 3.1 1.8 
 

Table 5:  RMSE in 26 GCPs and 4 ChP after the bundle 
adjustment with in-situ calibration. 

  
Data set 1: Original hyper hemispherical images 

 Number 
of points 

RMSE_X 
(cm) 

RMSE_Y 
(cm) 

RMSE_Z 
(cm) 

GCP 20 5.9 5.1 3.5 
Check points 10 9.0 7.2 5.1 

Data set 2: Cropped images without the HH field 
GCP 20 2.0 1.6 2.0 

Check points 10 2.8 5.9 2.4 
 

Table 6:  RMSE in 20 GCPs and 10 ChP after the bundle 
adjustment with in-situ calibration. 

 
The results show that the errors in the bundle adjustment using 
the dataset with the hyper hemispherical field were larger than 
the ones using cropped images in all configurations of GCPs and 
ChP, and IOPs sets. This happens because the points in the hyper 
hemispherical field do not fit the equidistant model used in 
Metashape. In Table 3, the magnitude of the RMSEs in ChPs are 
still large for the dataset without the HH field due to large error 
in one single check point. Thus, the results show that cropping 
the hyper hemispherical field solves the problem at the cost of 
reducing the covered field. 
 
Figure 4 depicts the trajectory (in blue) with the exposure 
stations, the position of the 10 ChPs (in red), and the magnitude 
and direction of the planimetric discrepancies (E, N), based on 
the experiment using fixed IOPs without the HH field. The ChPs 
showed similar discrepancies, as can be observed in Figure 4. 
However, in the first third part of the trajectory (highlighted with 
a yellow circle, in Fig. 4), the check points exhibited slightly 
larger discrepancies, possibly due to the geometry of these points, 

which are very close to the exposure station, which unfavourably 
affects the intersection geometry of the points in object space. 
 
An important remark refers to the IOPs used in the bundle 
adjustment. Existing parameters from a previous calibration were 
considered fixed in the bundle adjustment resulting in 
discrepancies in the check points (Tables 3 and 4) slightly larger 
than those achieved with in-situ calibration (Tables 5 and 6). In 
this case, a large number of GCPs were available, thus favouring 
the use of in-situ calibration, but in practical applications, it is not 
common to have a dense network of GCPs.  
 

 
Figure 4. Exposure stations and error vectors of the check 

points. 
  

5. CONCLUSIONS 

In this paper, we have experimentally assessed the loss of 
accuracy when using the original hyper hemispherical images in 
the bundle adjustment with the equidistant in the Agisoft 
Metashape. It was shown that cropping the HH field solves this 
problem.  
 
The main alternative to solve this issue, as presented by 
Castanheiro et al. (2021) is to use the equisolid model in the 
bundle adjustment with the Conrady-Brown distortion 
parameters. Another option is to use the equirectangular images 
produced by Ricoh Theta, but these images are already corrected 
for the tilt, and this would affect the image geometry. This 
hypothesis was not tested and is being left as a suggestion for 
future work. Another suggestion is to study the use of accurate 
coordinates of the exposure stations supplied by an onboard 
GNSS receiver.  
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