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ABSTRACT:

Despite GNSS (Global Navigation Satellite System) enables positioning, navigation and timing (PNT) almost everywhere, the
development of applications like self-driving vehicles and indoor navigation requires extending accurate positioning to scenarios
where GNSS either is not reliable or does garantee a sufficiently precise solution. Integrating inforamtion provided by different
sensors is commonly accepted to be a quite viable way for such extension. In particular this work is part of a project aiming at
investigating the positioning performance that can be obtained by integrating vision with radio-based systems and inertial sensors,
which are commonly installed on many smart devices, such as smartphones. Furthermore, this work considers positioning in
a collaborative scenario, where different interconnected platforms, i.e. unmanned aerial vehicles and pedestrians provided with
smartphones, are moving on the same area. The results obtained in the considered tests show a good potential (submetric 2D
positioning error) for what concerns the implemented strategies, where the integration of different technologies can ensure decent
performance in a wider range of working cases.

1. INTRODUCTION

This work is part of a project conducted as a collaboration
between different research groups participating to the IAG
Working Group 4.1.4 “Computer Vision in Navigation”. In par-
ticular, the goal is that of investigating the performance of a
multi-sensor system approach in collaborative positioning, fo-
cusing in particular on the role and potential of sensor integra-
tion and vision in order to compensate the unreliability and/or
unavailability of GNSS.

Nowadays, vision-based positioning methods are quite com-
monly used, in particular, when dealing with real-time applic-
ations, for what concerns visual simultaneous localization and
mapping (SLAM) techniques (Mur-Artal et al., 2015, Leonard
and Durrant-Whyte, 1991, Strasdat et al., 2012, Whelan et al.,
2016, Kukko et al., 2017). In off-line applications such methods
typically lead to slightly different approaches, such as Structure
from Motion photogrammetry (Förstner and Wrobel, 2016).
Furthermore, LiDAR has also been employed in SLAM-like ap-
proaches, i.e. to determine the device ego-motion (Zhang and
Singh, 2014, Zhang and Singh, 2017) and to map the environ-
ment in the neighborhood of the device.

Despite vision has already been widely exploited in position-
ing applications, it is still a very active research field, mostly
in order to make its performance more robust with respect to
the operating conditions, e.g. overcoming the issues related to
illumination and weather conditions, reducing the drift. Fur-
thermore, a number of works recently considered the collab-
orative case: the cooperating agents are supposed to be inter-
connected, e.g. provided with some communication abilities,
typically radio-based. Thanks to such communication abilit-
ies, each agent can exploit the information shared by the oth-
ers when computing its own solution (Tong et al., 2023). For
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instance, sharing (at least part) of their knowledge the mul-
tiple agents increase the loop-closure probability (intra-camera
and/or inter-camera loop closure), hence potentially reducing
the overall mapping and localization error (Zou et al., 2019).
Such collaborative approaches can either be centralized (Karrer
et al., 2018, Schmuck and Chli, 2017, Schmuck et al., 2021)
or decentralized (Cieslewski et al., 2018). Despite centralized
solutions are expected to generally perform better, decentral-
ized ones ensure a better scalability, i.e. they can be used also
when the number of interacting agents is large. In a number of
works, deep learning methods have also been employed in or-
der to improve vision based tracking (Gurturk et al., 2021) (also
with LiDAR (Chiang et al., 2020, Iwaszczuk et al., 2021)).

Among the sensors that can be installed on platforms and smart
devices, inertial ones are very convenient in terms of cost, for
what concerns MEMS ones, and availability of the solution. In-
deed, differently from most of the other sensors, inertial ones,
provided by an IMU (Inertial Measurement Unit), can be used
in practically any working condition, hence always guarantee-
ing the availability of a solution. Nevertheless, solutions based
only on the use of affordable inertial sensors usually quickly
drift from the correct positions. In this work, a pedestrian dead
reckoning approach has been implemented. The reader is re-
ferred to (Masiero and Vettore, 2016) and the reference therein
in order to have a more complete overview on pedestrian dead
reckoning.

In addition to vision and IMU, radio based measurements, and
in particular Ultra-Wide Band (UWB) ones, are considered as
well. While IMU and vision are often used in order to determine
the platform ego-motion, in terms of relative movements with
respect to its previous position, UWB ranging can be used both
for position fixing, when a static architecture of UWB nodes
of known position is available, or for ranging between different
platforms. The first case will be named vehicle-to-infrastructure
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hereafter, and, in particular, pedestrian-to-infrastructure when
the considered agent is just a pedestrian, whereas the latter will
be named vehicle-to-vehicle ranging, or, more precisely, either
pedestrian-to-pedestrian or pedestrian-to-drone in the cases of
interest for this paper.

Hence, this work aims at exploiting IMU, vision and UWB ran-
ging in order to compute a robust solution. The combined use
of vision and UWB ranging has already been partially invest-
igated in (Masiero et al., 2021b), for what concerns the col-
laborative positioning of terrestrial vehicles. Instead, this work
mostly focuses on pedestrian collaborative positioning, simil-
arly to (Retscher et al., 2020). Nevertheless, differently from
the latter, this paper considers the simultaneous availability also
of measurements from Unmanned Aerial Vehicles (UAVs).

2. CASE STUDY

In the considered test case three pedestrians and two UAVs
moved simultaneously on the same area, mostly visible on Fig-
ure 1. Despite the overall test lasted for around twenty minutes,
this paper focuses on the analysis of a 2-minute interval extrac-
ted from such dataset.

Table 1 summarizes the platforms and the data acquired dur-
ing the test. All the pedestrians were provided with a geodetic
GNSS receiver (see Figure 2) of an UWB Pozyx transceiver
and of a smartphone, collecting a video. Pedestrian 1 also col-
lected inertial data by means of the affordable IMU mounted
on his Pozyx rover. An example of video frame collected by
the smartphone of one of the pedestrians is shown on Figure 3.

Platform Data acquired
Pedestrian 1 GNSS, IMU, video, UWB
Pedestrian 2 GNSS, video, UWB

UWB
Pedestrian 3 GNSS, video, UWB

UWB
UAV 1 (DJI Matrice 210) GNSS, video, UWB

UAV 2 (DJI Phantom 4 Pro) GNSS, video

Table 1. Summary of the platforms and data acquired during the
data collection campaign.

Figure 1. Top view of the central part of the test area:
pedestrians (red circles), targets (light blue circles).

Both the UASs collected GNSS measurements (in particular,
an external GNSS receiver was mounted on the DJI Matrice
210, as shown in Figure 4) and videos (Figure 1 shows a drone

Figure 2. Sensors carried by pedestrians.

Figure 3. Example of pedestrian’s smartphone view.

view of the area, where pedestrians (red circles) and targets
(light blue circles) are also visible). DJI Matrice 210 was also
provided with a Pozyx UWB transceiver.

Figure 4. Sensors on DJI Matrice 210.

In addition to the UWB transceivers mounted on the mov-
ing agents a static infrastructure of eight UWB nodes (also
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named anchors), with known positions, has also been deployed.
Hence, three types of UWB ranging measurements can be dis-
tinguished: pedestrian-to-static infrastructure of UWB anchors
(P2I), pedestrian-to-pedestrian (P2P) and pedestrian-to-aerial
drone (P2A). Figure 5 shows how the percentage of UWB
measurements were distributed among P2I, P2P and P2A. The
different distribution of the UWB measurements among P2I,
P2P and P2A is motivated by several factors. Among them, two
major ones are: (i) the different number of pedestrians, UASs
and anchors and (ii) the ranging success rate, which varies de-
pending on the working conditions.

Figure 5. success rate of UWB ranging measurements among
pedestrian-to-infrastructure, pedestrian-to-pedestrian and

pedestrian-to-drone.

Indeed, while GNSS, video and IMU data were acquired at con-
stant rate during the all test, the UWB ranging system, which
was also active during the all test, provided ranging at a variable
success rate. In particular, the UWB ranging success rate de-
pends on the distance between the involved devices, as shown in
Figure 6 and in (Masiero et al., 2021b). Furthermore, Figure 7
shows the distribution of the UWB ranging error while varying
the distance between the transceivers. The figure also shows
that the ranging uncertainty tends to slightly increase with the
distance, probably also due to the higher chance of the pres-
ence of obstructions on the line of sight between two devices
increasing the distance between the two of them.

Figure 6. Success rate of Pedestrian-to-Infrastructure UWB
ranging measurements varying the distance (2-minute dataset).

Figure 7. Ranging error of Pedestrian-to-Infrastructure UWB
measurements varying the distance (2-minute dataset).

3. METHODS

This paper compares three different strategies to assess the ped-
estrian positions:

1. UWB P2I: pedestrian positions are based on the deploy-
ment of an Extended Kalman filter on each agent. This
approach can extended to a collaborative one if consider-
ing P2P ranging as well (and deploying a proper central-
ized/distributed approach).

2. UWB + IMU/Smartphone vision: dead reckoning solution
can be derived from UWB/vision, then a distributed Exten-
ded Kalman filter is employed for integrating UWB ranges
from the infrastructure and from the other agents in such
a way to track agents in the desired coordinate reference
system.

3. UAS vision: in this approach pedestrians are tracked on
the UAS video frames and their position in a properly
defined reference system is determined thanks to the tar-
gets positioned in the considered area (Figure 1).

Approach 1 is based on the implementation of an Extended Kal-
man filter (EKF), where one of its instances runs separately for
each pedestrian. The approach is briefly described below, how-
ever, the reader is referred to for a general introduction on EKF
(Anderson and Moore, 2012, Jazwinski, 2007, Kailath et al.,
2000). The state vector for each agent is defined as the cur-
rent position p and velocity v. The state evolution is described

as xk+1 = Fkxk + ωk, with Fk =

[
I ∆tkI
0 I

]
, and being

∆tk = tk − tk−1, the time difference between two iterations of
the Kalman filter, ωk a zero-mean Gaussian-distributed white
noise, with covariance matrix Qk.

The measurement equation at time tk for the UWB ranging
between the considered agent and the j-th anchor, with posi-
tion pj , is

zjk =
∣∣p(tk)− pj

∣∣+ ξk (1)

where ξk is assumed to be a Gaussian-distributed zero-mean
white noise process, with variance σ2

ξ . Once linearized, the
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above equation leads to the following line to be inserted in the
observation matrix Hk at time tk:

hj
k =

(
pj
k|k−1

− pj
)⊤

zjk
(2)

Then, EKF is implemented straightforwardly when dealing
with P2I measurements only.

The considered collaborative implementation, as in Approach
2, inter-agent UWB ranging is considered as well. In this case,
distributed solution is computed by allowing communications
between each agent and those in its neighborhood, which at
every step are supposed to share their current state value (and
clearly participating to the UWB ranging measurement pro-
cess). Furthermore, prediction step is now obtained by consid-
ering the state evolution determined by exploiting IMU and/or
SLAM estimates (in particular ORB-SLAM3, (Mur-Artal et al.,
2015, Campos et al., 2021)). It is worth to notice that SLAM
intrinsically provides a scale-free movement assessment. For
what concerns IMU-based pedestrian dead reckoning, despite
the movement scale (e.g. the step length) can be assessed, er-
rors accumulating due to such uncertainties on such estimates
usually quite quickly becomes large when alternative measure-
ments are not available to reset them. Consequently, updates
provided by UWB measurements play a fundamental role for
drift reduction and for assessing the movement scale.

The UAS vision-based approach (Approach 3) is grabbed from
(Masiero et al., 2021a): pedestrian detection on each frame
is based on the implementation of a background subtraction
method combined with a correlation maximization, based on
the availability of a previously derived template for the pedes-
trians. Once that pedestrians are found on a UAS video frame,
then, their coordinates in the adopted coordinate system are ob-
tained thanks to the use of a set of target in the area of interest.
The reader is referred to (Masiero et al., 2021a) for more details
on such approach.

4. RESULTS AND DISCUSSION

The pedestrian 2D positioning results obtained in a 2-minute
portion of the collected dataset are shown in Figure 8, 9 and 10
for what concerns approach 1, 2 and 3, respectively.

First, from the obtained results it is quite apparent that all the
considered strategies allowed to obtain submetric 2D error in
the considered test. The performance of the first two approaches
is quite similar: the median error in approach 2 is just 1 cm
smaller than that of approach 1, but overall the error statist-
ics are quite similar, showing the predominant role in this test
of the UWB static network, which in this case covered quite
well the area of interest. Nevertheless, the integration of addi-
tional sensors (e.g. IMU, camera) can be very useful in order to
make the overall system more robust when the UWB network
coverage is less good, allowing to temporarily compensate its
unreliability or unavailability.

Figure 10 shows that the UAS vision approach allows to ob-
tain the best results among the tested strategies. This is mostly
due to the fact that almost all the test area was visible in most
of the DJI Matrice 210 video frames, hence allowing to con-
tinuously track the pedestrians. However, despite such good

Figure 8. UWB pedestrian-to-infrastrucure based positioning 2D
error distribution (2-minute test).

Figure 9. Positioning 2D error distribution of the UWB with
sensors onboard of the smartphone (2-minute test).

Figure 10. UAV imagery-based positioning 2D error distribution
(2-minute test).

coverage is ensured during most of this test, continuity with a
UAS-vision only approach cannot be ensured in a more general
scenario, where a portion of the area of interest may be not vis-
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ible (obstructed, or out of the field of view) from the UAV cam-
era. Hence, integration with the other proposed strategies shall
be useful in order to guarantee good operational conditions in a
wider range of scenarios.

5. CONCLUSIONS

This work presented the results obtained in a test aiming at as-
sessing the performance of pedestrian collaborative positioning,
involving the use of several sensors, including UWB transceiv-
ers, cameras and IMU, and the use of additional information
provided by a UAV.

The results obtained in the considered test show that UWB al-
low to obtain sub-metric error in good coverage conditions. The
integration of UWB with IMU/smartphone camera allow to ob-
tain a quite minor improvement in the performance obtained
in the considered test. Nevertheless, such integration should
improve the overall performance of the system in terms of con-
tinuity in different working conditions, in particular when the
coverage provided by the static UWB architecture is less good.

UAS vision also proved to be very effective when the tracks
of the agents are not obstructed and within the camera field of
view. Nevertheless, since such working condition cannot al-
ways be ensured, the integration with other sensors shall make
the overall solution more robust.
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