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ABSTRACT:

The aim of this study is to propose evaluation methodology for the quality assessment of depth cameras for indoor
mapping applications. Specifically, we evaluate the RGBD sensor Intel Realsense D455 w.r.t. measurement accuracy
and noise while investigating their dependence on two central parameters characterizing the measurement scenario
simultaneously: measurement distance and inclination of observed surfaces. The evaluation results are presented
two-dimensionally as a function of both parameters. To this aim, two evaluation studies are conducted. First, a
checkerboard pattern is used as reference object in a controlled setting. Secondly, actual indoor mapping data resulting
from the deployment of the evaluated sensor in the context of an RGBD-SLAM application is used to conduct a
similar evaluation in representative conditions for the intended usage scenario of indoor mapping. In this case, a TLS
scan of the respective indoor environment is used as reference for evaluation.

1. INTRODUCTION

Low-cost 3D sensors such as RGBD cameras together
with SLAM-based tracking provide the means for efficient
and affordable mobile mapping systems with potential ap-
plications in fields like robotics and teleoperation (Stotko
et al., 2019), documentation of cultural heritage (Ter-
uggi and Fassi, 2022), forest monitoring (Iwaszczuk et
al., 2023) as well as the mapping (Hou et al., 2023) and
automatic modeling (Weinmann et al., 2021; Schmidt et
al., 2023) of indoor building environments.

Providing insights about the measurement quality that
can be expected in different situation from a respective
depth sensor is important as the quality of depth sensing
potentially influences the mentioned downstream tasks.
Thus, in this work, we target the topic of RGBD camera
evaluation for indoor SLAM applications which aim at
mapping and modeling indoor building environments.

Specifically, we focus on the joint consideration of meas-
urement distance and inclination of observed surfaces
towards the sensor as both directly influence the accur-
acy of depth measurements. While existing evaluation
studies only vary distance in a perpendicular setting or
additionally investigate the influence of inclination at a
fixed distance, we propose to investigate measurement
quality as a two-dimensional entity depending on both
parameters simultaneously.

In this paper, we present an evaluation of the RGBD
camera Intel Realsense D455. However, the proposed
evaluation methodology is generic and can be applied
to other depth cameras and potentially even to other
kinds of active range sensors. The paper presents two
∗ Corresponding author

evaluation studies. One focuses on a checkerboard pat-
tern as reference object and data recorded specifically for
evaluation purposes in a controlled setting. The other
focuses on using indoor mapping data itself for evaluation
purposes by using a TLS scan of the respective indoor
environment as reference.

After briefly discussing related work in Section 2, Section
3 presents details on the measurement setup and data
analysis for both evaluation studies. Afterwards, the
obtained results are presented in Section 4 and discussed
in Section 5 before Section 6 concludes the paper.

2. RELATED WORK

To the best of our knowledge, there are no existing evalu-
ation studies of depth cameras for indoor mapping applic-
ations or other usage scenarios where depth measurement
accuracy is investigated in dependence of measurement
distance and inclination angle of observed surfaces simul-
taneously. Oftentimes, only the measurement distance is
considered as a parameter representing the measurement
scenario while keeping a fixed, perpendicular angle of
observation towards a reference plane (Khoshelham and
Oude Elberink, 2012; Fürsattel et al., 2016; Carfagni et
al., 2017). If inclination is considered at all, it is evaluated
separately with fixed measurement distance (Hübner et
al., 2020). In terrestrial laser scanning, the influence of
surface inclination on measurement quality is more com-
monly considered (Soudarissanane et al., 2011; Schmitz
et al., 2019).

Surface inclination is sometimes considered implicitly by
evaluating against three-dimensional reference objects
with varying surface orientations (Khoshelham and Oude
Elberink, 2012; Servi et al., 2021). However, in this case,
the resulting accuracies are represented as functions of
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image or 3D coordinates and not in distance/inclination
space as we propose to do for sensor characterization.
A similar situation is given for evaluation studies that
focus on complete indoor mapping systems instead of
just the depth sensing part (Lehtola et al., 2017; Assali
et al., 2019; Hübner et al., 2019). Here, the resulting
point clouds are evaluated in 3D against suitable refer-
ence data without, however, considering the measurement
conditions of the individual points. More specifically, it
is not investigated, under which distance and angle of
inclination a respective point has been measured and how
this affects its measurement accuracy.

3. EVALUATION METHODOLOGY

This section presents the methodology for two evaluation
studies aiming at characterizing the quality of the depth
camera Intel Realsense D455 in terms of noise and accur-
acy over the whole measurement range w.r.t. the para-
meters of distance and angle of inclination of observed
surfaces. First, Section 3.1 presents the methodology for
an evaluation study in a controlled setting using a check-
erboard pattern as reference object. Afterwards, Section
3.2 presents methodology for doing a similar evaluation
study directly on indoor mapping data acquired by using
the depth camera while relying on a TLS point cloud of
the respective indoor environment as reference dataset.

In both experiments, the Intel Realsense D455 device
was used after having been in use for over an hour to
avoid heating effects. Furthermore, the calibration routine
implemented in the Intel Realsense Viewer was applied
in order to calibrate the device.

3.1 Evaluation Against A Checkerboard

This section presents the applied evaluation methodology
with a checkerboard pattern as reference object. First,
Section 3.1.1 presents details on the evaluation setup. Af-
terwards, Section 3.1.2 presents the methodology applied
for evaluating the recorded data.

3.1.1 Measurement Setup In this experiment, a
checkerboard pattern of 5 × 7 squares of 9.5 cm size prin-
ted on a rigid cardboard slide affixed to a wooden board
was placed against a wall standing on a table. This ref-
erence object was subsequently observed with the Intel
Realsense D455 device from different standpoints while
color and depth frames of 1280 × 720 pixels were recorded
to a rosbag using the Intel Realsense Viewer.

The selection of standpoints aims at covering a wide
range of distances and angles of observation w.r.t. the
reference plane defined by the checkerboard pattern. The
measurement process repeatedly started ca. 1 m in front
of the checkerboard pattern and subsequently increased
the distance in steps of ca. 40 cm until reaching the
end of the measurement range where most pixels of the
depth frames returned no value. In this manner, first,
a trajectory was recorded approximately perpendicular
to the checkerboard plane. Subsequently, this process
was repeated with increasing inclinations towards the
checkerboard plane. At each standpoint, depth and color
frames were recorded in a static setting for ca. 1.5 minutes
each.

Figure 1. The poses (x, y and z axis visualized in red,
green, blue respectively; axis length 20 cm) of the

Realsense D455 color camera relativ to the coordinate
frame defined by the checkerboard points depicted in grey.
The depicted poses are averaged over all 150 images per

standpoint used for evaluation.

3.1.2 Data Analysis As input data for the evalu-
ation, a fixed set of 150 frames each was considered per
standpoint. In case more frames were recorded for a stand-
point, these were discarded in order to keep the number
of frames comparable. The color and depth frames stored
independently in the rosbag files were temporally as-
signed and spatially aligned by using the utility methods
provided by the Intel Realsense SDK. Thus, pixel-aligned
RGBD frames were used for evaluation.

In order to determine reference poses per standpoint of
the Intel Realsense D455 device relative to the reference
pattern, the checkerboard detection from OpenCV and
the EPnP algorithm (Lepetit et al., 2009) were applied
per color frame. The resulting per-frame poses were
subsequently averaged over all 150 frames to obtain a
reference pose per standpoint. These poses are depicted
in Figure 1. The variation in the resulting reference
distances to the checkerboard plane over all frames per
standpoint are reported as part of the evaluation results.

Besides for obtaining reference poses and thus reference
values for distance and inclination of the checkerboard
plane, the checkerboard detection also serves for restrict-
ing the evaluation to those pixels and their respective
depth values, that depict the checkerboard plane. In this
way, a planar measurement target could be guaranteed
and no manual masking of pixels not belonging to the
reference plane was necessary.

For evaluating noise, i.e. precision of the depth camera, a
plane was fitted into the depth points covering the check-
erboard plane via Singular Value Decomposition (Brown,
1976) for each depth frame. Orthogonal distances of each
depth point to this plane were evaluated for each frame
with averaged values over all frames per standpoint repor-
ted in the evaluation results. Besides noise, characterizing
the variation of measurements from the best-fitted plane,
the accuracy of the sensor was evaluated by comparing
the points against a reference plane determined by the
checkerboard pattern and its known dimensions. In Fig-
ure 2, depth points and the reference points defining the
checkerboard pattern are depicted for an exemplary frame
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(a) (b)

Figure 2. Visualization of checkerboard points (green) and
Realsense D455 depth points (red) for a standpoint at ca.
1.7 m distance and an inclination of ca. 42.5◦. (a) front

view (b) side view.

from a standpoint at ca. 1.7 m distance and an inclination
of ca. 42.5◦. The resulting values for noise and accuracy
were averaged over all checkerboard pixels per frame and
over all frames per standpoint.

The presented evaluation procedure was applied separ-
ately for the pixels depicting the black and white squares
of the checkerboard pattern in order to investigate the
influence of the color on measurement noise and accuracy.

3.2 Evaluation Against A Reference Scan

In a second experiment, actual indoor mapping data
acquired with the Intel Realsense D455 device is used
for evaluation instead of an artificial reference object like
the checkerboard. In this case, a point cloud of the same
indoor environment acquired by terrestrial laser scanning
(TLS) is used as reference. As before in Section 3.1, first,
Section 3.2.1 presents details on the measurement setup
before Section 3.2.2 elaborates on evaluation methodology.

3.2.1 Measurement Setup In this experiment, a
conference room inside a university building depicted in
Figure 3 was chosen as object of study. An RGBD se-
quence with 1334 frames was recorded in slow walking
speed with 30 frames per second at 640×480 pixel res-
olution for a trajectory around the round table in the
center of the room was recorded with the device pointing
in walking direction.

As reference dataset, a point cloud was acquired with a
terrestrial laser scanner (Zoller & Fröhlich Imager 5016).
In total, 4 standpoints around the round table in the
center of the room were scanned and the respective point
clouds were fused via the integrated on-site real-time
registration of the device to the point cloud depicted in
Figure 3(b).

3.2.2 Data Analysis For the recorded RGBD se-
quence, poses were estimated via ORB-SLAM3 RGBD-
SLAM (Campos et al., 2021). The obtained poses allow

(a)

(b)

(c)

Figure 3. (a) Subset of the Intel Realsense D455
pointcloud used for registration (b) TLS reference point

cloud (the color scale represents intensity and is optimized
for contrast) (c) triangle mesh generated from the TLS

point cloud after applying a threshold on point density for
removing mesh artefacts resulting from the poisson
algorithm (the color scale represents point density)
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to project the depth images into 3D space and thus to
create an indoor mapping point cloud of the room.

In order to evaluate the single depth frames against the
TLS reference point cloud, the frame poses need to be
transformed to the coordinate system of the TLS point
cloud. To ensure best possible registration quality, only
pixels with a depth between 0.5 and 2.0 m were selected
for creating the point cloud depicted in Figure 3(a). Due
to this, the right part of the room is missing in the
depicted point cloud as distances are here all larger 2 m.
This point cloud is however only used for registration. In
the subsequent evaluation, depth pixels of all frames and
with values in the whole measurement range of up to 6 m
according to device specifications are used.

The registration was performed by manually selecting
pass points in Cloud Compare and subsequent fine regis-
tration with ICP (Besl and McKay, 1992). The resulting
registration with an estimated scale factor of 0.98288
results in mean cloud to cloud distance of 2.7 cm.

In order to evaluate the posed depth camera frames
against the reference point cloud, projected depth points
need to be assigned a corresponding point from the refer-
ence point cloud. As searching for the nearest point in
3D space was found to be too imprecise for large meas-
urement distances strongly affected by noise, ray casting
needs to be applied. In order to efficiently implement
this, a triangle mesh was created from the reference point
cloud by applying Poisson surface reconstruction (Kazh-
dan et al., 2006) with subsequent thresholding on point
density to remove artifacts. The resulting triangle mesh
is depicted in Figure 3(c).

For each pixel in the depth images, ray tracing was per-
formed against the triangle mesh based on the respective
frame pose and the calibrated inner orientation of the
camera. If a ray intersects the triangle mesh, the reference
distance can be determined and the inclination can be
derived from the normal vector of the intersecting triangle.
The reference distances were compared to the respective
depth measurement of the Intel Realsense D455 device to
obtain an accuracy value for the respective reference dis-
tance and inclination. The obtained accuracy values over
all frames were binned in a distance/inclination grid with
5 mm×0.1◦ resolution while keeping track on an iterative
statistics with count, mean value and variance per grid
cell.

4. RESULTS

In this section, the results obtained by the evaluation
methods proposed in Section 3 are presented. First, Sec-
tion 4.1 presents the results of the evaluation study against
a checkerboard pattern as reference object. Afterwards,
Section 4.2 presents results for the evaluation against a
TLS reference scan.

4.1 Checkerboard

Figure 4 visualizes the standard deviations of reference
distances per standpoint over all 150 frames respectively
corresponding to the averaged poses per standpoint de-
picted in Figure 1.
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Figure 4. Standard deviation of the reference distances
over all images per standpoint estimated from the observed
checkerboard pattern. The noise in the reference distance
results from the pose estimation from checkerboard points

which becomes unstable at steep angles of observation.

Figure 5 exemplarily depicts pixel-wise noise and accuracy
values for an example frame of a standpoint at ca. 1.7 m
distance and an inclination of ca. 42.5◦ corresponding
to the points depicted in Figure 2. Averaged values per
standpoint are visualized in Figure 6 for noise and Figure 7
respectively.

The presented values refer to an evaluation performed over
all pixels of the checkerboard pattern, irrespective of color.
Separate evaluations for the black and white squares of
the checkerboard pattern have been performed. However,
all differences in resulting mean values have been found
to be below their respective standard deviations and can
thus be considered as not significant.

4.2 Reference Scan

Exemplary results of the evaluation study using indoor
mapping data and a TLS point cloud as reference are
depicted in Figure 8 for a single frame of the sequence.
Figure 9 shows the accuracy results for the same frame as
distance/inclination grid visualizing sample count, mean
accuracy and standard deviation per grid cell. The aggreg-
ated results over all pixels of the whole image sequence
are presented in Figure 10. In order to allow focusing
on meaningful areas, the visualizations of accuracy and
its standard deviation per cell are thresholded by sample
count.

5. DISCUSSION

The evaluation results presented in Section 4 are discussed
in the following. First, Section 4.1 discusses the results
of the evaluation study against a checkerboard pattern
before Section 4.2 discusses the results of the evaluation
against a reference scan.

5.1 Checkerboard

For most standpoints, the noise in the reference distances
is well below 5 mm. Only in the higher regions of the dis-
tance/inclination space, heightened standard deviations
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Figure 5. Visualization of (a) noise and (b) accuracy of an exemplary frame captured at ca. 1.7 m distance and an
inclination of ca. 42.5◦ (cropped) corresponding to the points depicted in Figure 2.
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(b)

Figure 6. Mean (a) and standard deviation (b) of noise per standpoint evaluated against a plane fitted to the measured
depth points on the checkerboard.
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(b)

Figure 7. Mean (a) and standard deviation (b) of accuracy per standpoint evaluated against the checkerboard plane.
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Figure 8. Results for an exemplary frame. (a) Intel
Realsense D455 depth (b) reference depth from the

triangle mesh (c) surface angle from the triangle mesh (d)
depth accuracy. In (a), black pixels do not hold values or

are above the nominal working distance of 6 m of the
device. In (b) to (d), black pixels can additionally result
from not finding a hit with the ground truth mesh during

ray casting.
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(c)

Figure 9. Visualization of (a) sample count, (b) mean
accuracy and (c) standard deviation of Intel Realsense

D455 depth measurements of all pixels of the exemplary
frame depicted in Figure 8(a) evaluated against a

reference scan. In order to allow focusing on meaningful
areas, only cells with a sample count of at least 10 are

depicted in (b) and (c).
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(c)

Figure 10. Visualization of (a) sample count, (b) mean
accuracy and (c) standard deviation of Intel Realsense

D455 depth measurements of all pixels of all 1334 images
evaluated against a reference scan. In order to allow

focusing on meaningful areas, only cells with a sample
count of at least 2000 are depicted in (b) and (c).

of up to 2 cm can be observed. These result from the pose
determination from the checkerboard pattern becoming
unstable at steep angles of observation when the distance
is large at the same time. This uncertainty in pose de-
termination needs to be considered when interpreting the
results for noise and accuracy.

The results presented in Figure 6 and 7 show that the
deviations from the reference planes are about three to
four times larger than the noise. In both cases, high
mean values for noise and accuracy correspond with a
high variance among the results of the single frames of a
standpoint. Furthermore, it can be observed, that noise
mainly seems to increase with distance while there is no
apparent increase in noise with inclination. Accuracy on
the other hand seems to worsen with higher distances as
well as with inclination.

5.2 Reference Scan

The visualizations of the samples per cell in the distance
/inclination grid, for the single frame example in Fig-
ure 9(a) as well as in the aggregated grid over all frames
in Figure 10(a) show distinctive lines. It might be as-
sumed that these correspond to the main room surfaces
which often seem to be depicted in approximately sim-
ilar viewing conditions over the course of the circular
trajectory through the center part of the room.

The visualization for accuracy in Figure 9(b) and noise
(as which the standard deviation of the accuracy per
cell can be interpreted) in Figure 9(c) for the exemplary
single frame shows comparable characteristics to the res-
ults of the checkerboard experiment discussed in Section
5.1. While noise mainly increases with high distances,
accuracy shows an additional sharp degradation in high
inclinations.

The results for the aggregated grid in Figure 10(b) and
10(c) are harder to interpret. Here, high inclinations
seem to cause a breakdown in accuracy as well as in noise.
Furthermore, there is a further apparent deterioration
of quality (again in noise as well as in accuracy) for low
inclinations starting with moderate distances from about
2.5 m and higher.

Generally, it should be further investigated, how much
the shown results actually represent sensor quality and
to what degree they are effected by errors in pose determ-
ination, in the registration between the depth frames and
the reference point cloud and in the meshing of the point
cloud. The depth images in Figure 8(a) and 8(b) mostly
suggest a quite good quality of registration and reference
mesh which an be visually assessed on the masked out
black regions from Figure 8(a) which are also visible in
Figure 8(b). There are deviations in the vicinity of the
projector mounted on the ceiling. The contour of the table
and the furniture on the right-hand side of the images
seem to suggest a good overlay. Further investigations on
this matter remain subject of future research.

6. CONCLUSION

In this paper, we present methodology for evaluating
RGBD cameras regarding depth measurement noise and
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accuracy w.r.t. the task of mapping indoor environments.
Indoor mapping scenarios typically involve measurement
conditions comprising a wide range of distances and in-
clinations as demonstrated in Figure 10(a). Thus, we
propose to regard sensor quality as a two-dimensional
field depending on the parameters distance and inclina-
tion instead of investigating both parameters separately.
The proposed methodology was applied to investigating
the Intel Realsense D455 depth camera. The presented
results show that while evaluation in a controlled setting
hints at good quality over a wide range of distance and
inclination conditions, it is still partly an open research
question, how to actually assess indoor mapping quality
in real-usage conditions in a detailed pixel-wise manner.
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