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ABSTRACT:

In large-scale urban areas, the diversity of objects and the complexity of scenes pose challenges to semantic segmentation of
point clouds. In particular, the data imbalance problem often results in poor performance for rare classes in large scenes. This
paper proposes a rare class segmentation method based on the target-guided transformer network. In the network, all the feature
extraction and segmentation procedures are realized by attention mechanisms. The self-attention blocks are embedded in U-Net-like
structure to gradually integrate the features from local to global. Then, under the supervision of our target-guided block, the instance
features of data-imbalanced rare classes are mapped onto the multi-scale features. At last, a multi-layer perceptron is utilized to
convert the fused features to the segmentation logits for generating the semantic labels. Experiments using the Hessigheim High-
Resolution 3D Point Cloud Benchmark indicated that our approach considerably outperforms the baseline network by up to 11.66%
in terms of mean F1 score. In particular, the rare classes Vehicle and Chimney obtain outstanding F1-scores of 82.40% and 82.51%,
respectively. Furthermore, our method achieves an overall accuracy of 87.63%, which increases by 1.09% compared to the baseline
model.

1. INTRODUCTION

Driven by the fast development of lightweight LiDAR devices
and unmanned aerial vehicles, large-scale high-resolution point
clouds are automatically acquired by highly integrated plat-
forms. To comprehensively interpret a complex point cloud
scene, an indispensable solution is to obtain category inform-
ation of each point, which is referred to semantic segmenta-
tion. Such point-wise semantics are valuable cues across a vari-
ety of remote sensing tasks, such as collapsed building detec-
tion (Xiu et al., 2020), cultural heritage segmentation (Pierdicca
et al., 2020), and tree species classification (Michałowska and
Rapiński, 2021).

In recent years, various deep learning models have been de-
veloped with outstanding performance for semantic segmenta-
tion on point clouds. Inspired by 2D convolutional neural net-
works (CNNs), voxel-based methods (Maturana and Scherer,
2015, Wu et al., 2015) convert point clouds into 3D volumet-
ric representations to make the data structure suitable for 3D
CNNs. Although encouraging performance has been achieved,
these methods cannot cope with real-time application scenarios
since the computation and memory footprint grow cubically
with the resolution. Sparse convolutional neural networks (Liu
et al., 2015) and its 3D application submanifold sparse convo-
lutional networks (Graham et al., 2018) are proposed to take
advantage of the sparsity, operating only on voxels that are not
empty. Another branch such as MVCNN (Su et al., 2015) and
SnapNet (Boulch et al., 2018), is to project 3D point clouds
into 2D images from multiple perspectives, aggregated features
from the well-established 2D CNNs then are reprojected into
3D space to achieve the task of semantic segmentation. Both of
them convert point clouds into regular structures, i.e. 3D voxels
or 2D grids. However, the quantization error introducd in data
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conversion is a non-negligible problem, i.e., the boundaries of
voxels and grids cause information loss and the fine geometric
structures are ignored.

In contrast, point-based methods directly consum raw point
clouds without any voxelization or projection. PointNet (Qi
et al., 2017a) extracts pointwise features independently with
multi-layer perceptrons (MLPs) and aggregates global features
with the max-pooling layer. Since the local structural inform-
ation between points cannot be captured, a hierarchical feature
aggregation scheme based on the set abstraction is designed by
PointNet++ (Qi et al., 2017b) to abstract the local features layer
by layer. Nevertheless, the max-pooling layer in the Point-
Net family only retains the maximum elements as the global
descriptors, resulting in information loss about the initial spa-
tial distribution of the input point set. The self-attention oper-
ator in Point Transformer (Zhao et al., 2021) weights each ele-
ment adaptively, while invariant to permutation and cardinality
of the input elements. This weight based attention mechanism
is superior to the symmetric function, i.e., the maximum pool-
ing. Moreover, point clouds are essentially sets embedded in
3D space, which makes the positional encoding in transformer
framwork a quite natural process.

However, most of these cutting-edge approaches developed in
the computer vision community have focused on general ma-
jority classes in ground scans with limited space or indoor
scenes. The complexity of large-scale scenarios and the di-
versity of objects in urban areas are neglected, without tak-
ing into account specialized segmentation solutions for imbal-
anced rare classes in large-scale point clouds. Actually, learn-
ing from imbalanced data is still a challenging problem in point
cloud segmentation (Guo et al., 2020). To this end, we pro-
pose a segmentation model based on the strong shape cues of
targets for imbalanced rare classes, namely target-guided trans-
former network. The symmetric encoder-decoder network first
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Figure 1. Structure of the proposed network for rare class segmentation. A symmetrical network based on self-attention blocks extracts
the point-wise features of the point cloud. Meanwhile, the target features are supervised by the guided-block and aggregated in the
point domain. Afterwards, the fused features are fed to the segmentation head to obtain semantic labels.

extracts point-wise features aggregated by connection of mul-
tiple self-attention layers. Then these features are passed to the
target-guided block to extract target features for rare classes and
mapped onto point-wise features. Finally, a MLP is adopted to
obtain semantic labels. The proposed model is an End-to-End
network, and its target-guided block can simultaneously operate
on multiple rare classes. In the experiments of point cloud seg-
mentation on the Hessigheim High-Resolution 3D Point Cloud
Benchmark (H3D) (Kölle et al., 2021), the proposed network
has achieved better mean F1-score and overall accuracy than
the baseline model without the target-guided block. Remark-
ably, the F1-scores of rare classes have improved significantly.

2. METHODOLOGY

The overall structure of the proposed method is illustrated in
Figure 1, which comprises three distinct stages: individual fea-
ture extraction, target feature aggregation, feature fusion and
classification. Firstly, the point cloud is fed to a symmet-
rical encoder-decoder network for pointwise feature extraction.
Then, the target features of the imbalanced rare classes are ag-
gregated by the target-guided block. Finally, the target features
converted to the point domain and pointwise features are con-
catenated along the channel dimension, and the fused features
are further passed through a MLP for generating semantic la-
bels. The detailed process of the network is given below.

2.1 Self-attention Layer

Self-attention layer is the core of the encoder-decoder network
to achieve individual feature extraction, which is formed by
cascading two linear mappings and a self-attention calculation.
The linear mapping converts the input-output dimension, and
the self-attention estimates the internal relationship among the
input points.

Given an input point set X , the subset X(i) ∈ X is the attention
scope of the point xi, which is obtained by the the k nearest

neighbors algorithm. Hence the self-attention calculation of the
point xi is defined as:

yi =
∑

xj∈X(i)

α(β(φq(xi)−φk(xj) + p))⊙ (φv(xj)+ p) (1)

where yi is the output feature. φq , φk, φv are all linear map-
pings for adapting to different feature dimensions, which per-
form pointwise feature transformations. β is the attention map-
ping function that produces attention vectors for feature aggreg-
ation, which is implemented by a MLP, i.e., two linear layers
and one ReLU layer. α is the softmax activation function and
⊙ denotes to the dot product, namely the element-wise multi-
plication, which plays the role of feature aggregation. p is the
positional encoding, which is a linear mapping from the relative
coordinate of the natural points embedded in 3D space:

p = γ(ζi − ζj) (2)

where ζi and ζj are respectively the 3D coordinates of points i
and j. γ is the encoding function with two linear layers and one
ReLU layer (Glorot et al., 2011).

U-Net-style architecture (Ronneberger et al., 2015) is adopted
to connect self-attention layers, which aims to extract features
at different scales, as shown in Figure 2. Each feature encoder
has a self-attention layer connected by a down-sampling layer,
while each feature decoder has a self-attention layer connected
by a up-sampling layer. The down-sampling layer is realized
by the farthest point sampling and KNNs searching. The up-
sampling layer is implemented by trilinear interpolation. Be-
sides, the features of the corresponding encoder layer are added
to the up-sampled new features by skip connections. Multi-
scale feature extraction is realized by stacked encoders and de-
coders. The number of encoders N directly determines the size
of the network, which can be varied according to the applica-
tion.
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Figure 2. Self-attention layer in U-Net-style architecture.

2.2 Target-guided Block

The strong shape cues of the target object can provide valuable
information for semantic segmentation (Dong et al., 2014), dis-
tinguishing the contour features of each rare target at the in-
dividual level and facilitating the reinforcement of rare class
representation. The simplified outlines of rare targets can be
represented in the form of {w, l, h}, providing approximate de-
scriptions of their three-dimensional size. In addition, posi-
tion features {u, v, d, r} are described by the ground center and
heading of targets, with {u, v, d} denoting the location and {r}
denoting the orientation. In the top view feature map, the ori-
entation of the target is simplified to the yaw angle {θ} on the
ground plane.

We construct the target-guided block for target feature aggrega-
tion of rare classes, which is visualized in Figure 3. The point-
wise features are first transformed into the regular represent-

ations using 3D voxelization, which guarantees the efficiency
of the target-guided block. Specifically, the pointwise features
within a voxel are combined through averaging to create a voxel
feature. Then the features in height dimension are flattened to
obtain a top-view feature map, which aims to eliminate height
redundancy to narrow the search space for rare targets. After-
wards, the collapsed features are passed forward to the target-
guided layer for generating one target heatmap with multiple
channels, each corresponding to a distinct rare class. Note
that the peak of each heatmap indicates the 2D ground cen-
ter {ûi, v̂i} of the ith target. In order alleviate the imbalance
between center points and background points, the variant of fo-
cal loss (Lin et al., 2017) is chosen to update the network as
follows:

lossmap(pc) = −αc(1− pc)
γ · log(pc),

where pc =

{
p, if center points
1− p, otherwise

(3)

where the positive supervision for target centers is enlarged by
the Gaussian rendering encoded in pc at each ground truth cen-
ter.

In the end, the heat map is utilized to mask the top-view feature
map, enabling the extraction of the target’s features from the
corresponding location. In an effort to increase the efficiency
of the block, the pointwise features are quantized into voxels,
which results in the sacrifice of intricate geometric details. To
counteract this, the sub-voxel location refinement {δui , δvi } is
designed to compensate for the quantization error caused by
voxelization. Moreover, the difference between positive and
negative orientation is not necessary to distinguish in the se-
mantic segmentation task, so only the sine of the yaw angle
{sin(θi)} can indicate the orientation. Thus, the regression
parameters of the target contour can be constructed as

T̂i = {ûi + δui , v̂i + δvi , d̂i, sin(θ̂i), ŵi, l̂i, ĥi} (4)

All the learnable parameters could be updated by the Smooth
L1 Loss (Girshick, 2015):

lossoff =
1

N

N∑
i=1

Ls(Ti − T̂i),

where Ls(x) =

{
0.5x2, if |x| < 1

|x| − 0.5, otherwise

(5)

To generate supervisory signals Ti for the target-guided block,
we design an automation workflow based on the discrete dis-
tribution of rare targets. Firstly, fine-grained rare targets are
selected individually to avoid confusion with general targets.
Then, considering their discrete distribution, density-based spa-
tial clustering of applications with noise method (Ester et al.,
1996) is utilized to divided the point cloud of rare targets into
separate reliable clusters. Afterwards, the vertices of each
cluster corresponding to the convex hull are calculated and ad-
justed to the vertices of target outlines, which guide the super-
vision of learnable targets.

2.3 Feature Fusion and Classification

Target features are interpreted as descriptions of contours at
the individual level, providing valuable clues between diverse
classes. To this end, the attribute is assigned to each point on
the corresponding target, which serves as prominent features for
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Figure 3. Workflow of the target-guided block.

discriminating between rare and general classes. Specifically,
the outlines obtained from the target-guiding block are utilized
as the constraints on masks, based on which we concatenate tar-
get features with point-wise features along the channel dimen-
sion. For general classes outside the mask, we set the pseudo
target features as zero tensors of equal length.

For the semantic segmentation task, a MLP maps the fused fea-
tures to the label space lk at the last layer. Since the class im-
balance in large-scale data can be alleviated by weighting the
loss, the class-weighted cross entropy loss (Long et al., 2015,
Ronneberger et al., 2015) is optimized to update the network
parameters:

lossseg = −
N∑
i=1

C∑
k=1

α · yik · log(pi) (6)

where N and C are the number of points and the number of
classes, respectively. pi represents the probability distribution
of the ith point on C classes, which is inferred from the model.
yik denotes the one-hot distribution corresponding to the ith
point, indicating whether the point belongs to the kth class. α
is a modulating factor that balances the importance of different
classes, which is determined by the statistics of points on C
classes in training data.

All losses proposed in previous sections participate in back-
propagation simultaneously with different weights, i.e. the fo-
cal loss with Gaussian kernels for the center points, the smooth
L1 loss for the regression and the class-weighted cross entropy
loss for the pointwise output:

L = lossseg + ξ · lossmap + ϑ · lossoff (7)

where ξ and ϑ are the loss coefficients to balance the effect of

the target-guided losses on the main task loss.

3. EXPERIMENTS

3.1 Data Description

The experiments are based on the large-scale H3D data-
set (Kölle et al., 2021). The dataset comprises highly dense
LiDAR point cloud around 800 pts/m² enriched by RGB im-
ages with the ground sampling distance of about 2-3 cm,
which was acquired by a Riegl VUX-1LR Scanner and two
oblique-looking Sony Alpha 6000 cameras integrated on a
RIEGL Ricopter platform. The format of dataset features
{x, y, z, r, g, b, i, ne, en} are consist of the coordinate, the tex-
ture color, the reflectance, the number of echoes and the echo
number. The entire urban scene is subdivided into three distinct
areas for training, validation, and testing. This study is based on
the training and validation sets with approximately 59.45 mil-
lion and 14.46 million points, respectively.

Eleven semantic categories were manually annotated, including
Low Vegetation, Impervious Surface, Vehicle, Urban Furniture,
Roof, Facade, Shrub, Tree, Soil/Gravel, Vertical Surface, and
Chimney. However, the class imbalance in large-scale data oc-
curs on such fine-grained class catalog. Detailed statistics of
class occurrences in H3D dataset is shown in Table 1, where
the number of points for different classes considerably varied.
The most underrepresented classes are Vehicle and Chimney,
which only occupy 0.43% and 0.04% in the training set, re-
spectively. The significant data imbalance makes the rare class
segmentation a challenging task.

Class Traning set Validation set
points % points %

Low Vegetation 21375614 35.96 3738743 25.85
Impervious Surface 10419635 17.53 3212988 22.21

Vehicle 258032 0.43 183263 1.27
Urban Furniture 1159205 1.95 455389 3.15

Roof 6279431 10.56 3052150 21.10
Facade 1198227 2.02 551996 3.82
Shrub 1077141 1.81 341579 2.36
Tree 8086818 13.60 2218551 15.34

Soil/Gravel 8590706 14.45 592510 4.10
Vertical Surface 974976 1.64 101243 0.70

Chimney 25321 0.04 15836 0.11
Total 59445106 1.00 14464248 1.00

Table 1. Class distribution of H3D dataset.

3.2 Implementation Details

In this work, N = 4 is set to build the backbone network, where
down-sampling rates and feature channels for the encoders are
[4, 4, 4, 4] and [64, 128, 256, 512], respectively. Note that the
decoder has a symmetrical configuration with the correspond-
ing encoder. During the training, Vehicle and Chimney are
treated as imbalanced rare classes for the target-guided block
according to the Table 1. We sliced blocks with a length of
10 m, and the selected seed point at each batch is determined
by a statistical function. The Adam optimizer is employed in
the network with an initial learning rate of 0.001. The model
was implemented in the framework of PyTorch and trained on
a single NVIDIA RTX2080Ti 11GB GPU.
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(a) (b)

Figure 4. Confusion matrices on (a) our proposed network (b) the baseline model PointTransformer.

3.3 Evaluation Metrics

The overall accuracy (OA) and the mean F1-score are used to
evaluate the performance of semantic segmentation. OA repres-
ents the percentage of correctly classified points. The F1-score
is the harmonic mean combining precision and recall, while the
mean F1-score denotes the average of F1-scores of all categor-
ies:

Pk =
TPk

TPk + FPk

Rk =
TPk

TPk + FNk

F1k =
2 · Pk ·Rk

Pk +Rk

(8)

where TPk, FPk and FNk are true positives, false positives,
and false negatives determined for class k, respectively.

3.4 Results and Analysis

The segmentation result of the proposed network in form of
confusion matrix is shown in Figure 4(a), where the over-
all accuracy achieves 87.63% and the mean F1-score achieves
outstanding 76.76%. It can be observed that the confusion
mainly exists between Low Vegetation and Soil/Gravel, which
is caused by their similar rough geometric appearances.

In order to verify the effectiveness of the proposed approach for
imbalanced rare classes, we compare it to the state-of-the-art
baseline model PointTransformer. The detailed confusion mat-
rix of the baseline model is illustrated in Figure 4(b) and the per-
formance comparison is shown in Table 2. Our approach per-
forms better than the baseline in all evaluation metrics, which
is benefited from the specialized target-guided block for rare

Models F1-Score Mean F1-Score OA
Vehicle Chimney

Baseline 43.13% 27.72% 65.10% 86.54%
Ours 82.40% 82.51% 76.76% 87.63%

Table 2. Performance comparison between the proposed network
and the baseline model PointTransformer.

classes. It is observed that the mean F1-score has boosted for
11.66% than the baseline. Specifically, the F1-scores of the rare
classes Vehicle and Chimney have been significantly improved
to 82.40% and 82.51%, respectively. However, the designed
model only outperforms the baseline by a small margin of 1.09
percentage points, which is consistent with the limited relat-
ive class occurences, i.e. the extremely low percentages of rare
classes.

4. CONCLUSION

In this work, we proposed an end-to-end segmentation network
for imbalanced rare classes in large-scale scenes. Self-attention
based transformer was designed as the backbone for the indi-
vidual feature extraction. And a target-guided block was de-
veloped to take advantage of the strong shape cues of rare
targets, facilitating the reinforcement of rare class represent-
ation. Comprehensive experiments on large-scale urban data
indicated that, our method achieves outstanding OA and sig-
nificantly improves F1-scores of rare classes compared to the
scheme without our target-guided block.

However, the proposed solution still has the limitation of un-
certain error from automatic supervisory signals, which are sig-
nificantly contingent upon the spatial distribution of rare tar-
gets. Furthermore, the simplified description of contours in the
target-guided block makes it only suitable for approximately
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cuboid instances. The future work will be focused on the auto-
mated generation of robust supervisory signals and the refined
description of target contours.
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