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Abstract

This paper introduces a method for 360 camera with 3D LiDAR calibration and synchronization with example on Insta360 X4
and LiVOX MID 360. Both data streams (camera and LiDAR) are recorded separately to reach interoperability, robustness, full
resolution, and maximal FPS (Frames Per Second). The novelty is based on LED circle strip illuminating timestamp, thus this
information is recorded by camera. The timestamp is presented using gray code utilizing individually addressed LED strips. The
data signal for LED is prepared by micro-controller. Microcontroller (ESP-8285) communicates using USB. We incorporated
ResNet-18 based binary classifier to classify LEDs. Our method can efficiently assign timestamps with a resolution of 100 ms.
To fulfill the process of 3D point cloud colorization, we implemented camera to LiDAR calibration procedure requiring manually
assigning 5 pairs of image to 3D point correspondences. Our method is independent from hardware, thus it can be used also for
affordable one making it more accessible and easy to use.

1. Introduction

Image to LiDAR calibration and synchronization are essential
for mobile mapping systems. At least in two domains: land sur-
vey (14)(15) and aerial survey (16)(17)(18) all sensors are syn-
chronized and calibrated for providing best accuracy and preci-
sion according to GPS/GNSS signal. It is possible to improve
the accuracy and precision with SLAM (Simultaneous Localiz-
ation and Mapping) approach (19). Our contribution is based on
the problem of building a reliable mobile mapping system made
up of affordable sensors. We expect the recording image stream
to be in full resolution and with maximal available FPS (frame
per second). For example, camera Insta360 X4 can record 8K
with 30 FPS, making it great data source for many applications.
Furthermore, our 360 LiDAR is based on MANDEYE system
(2) that is based on currently most affordable LiDAR LiVOX
MID360. We incorporated onboard computer Raspbery PI 4B,
thus it required incorporating novel approach to data synchron-
ization based on additional LED strip coding timestamps.

Indoor mapping (1) of shopping molls, train stations, metro,
university hall, hospitals, airports is not anymore considered
as technological challenge (2). Most of commercially avail-
able devices are hand held, backpacks and trolleys equipped
with LiDARs, cameras, IMU and other sensors helping with
trajectory estimation (3)(4). The challenge is georeferencing
of indoor map since it requires an additional effort for fusing
e.g. GCP (Ground Control Points). This drawback requires
highly specialized personnel for data collection and processing.
Surroundings of the building (5) such as gardens(7), forest (6),
road infrastructure(7) and pedestrian area(7) can be surveyed
with the same equipment. Mobile mapping system is typically
equipped with accurate GNSS receiver with RTK such as mo-
bile robots (8). This modality is considered by plenty of mobile
mapping systems, expensive and affordable ones. Thus, it has
largest impact into mobile mapping adoption in Forensic and

Security. Not so many challenges can be identified here. Prob-
lems appears in outdoor-indoor transition e.g. entering zone un-
der bridge etc.. where there is limited access to GNSS signal.
The drawback is related with heavy backpack mobile mapping
system that determines fatigue. Moreover, the backpack solu-
tion limits mobility in tiny spaces.

Most of precise 3D measurement tools(9) are applied for small
scale surveys. E.g. close range photogrammetry can be applied
for this scenario (10)(11). Also iPhone LiDAR can be applied
here (12). Or many other mapping systems (13) capable acquir-
ing precise 3D data in short distance. The survey can be done
also with backpack mobile mapping systems (20) and hand held
devices. Useful functionality is a layout generation (21)(22) as
a very promising tool for creating digital twins. Mmobile map-
ping systems are widely used in underground surveys (23). The
challenge is luck of GNSS signal, thus the transition into large
scale domains requires other techniques of georeferencing. It
can be seen that this particular domain is well covered by dif-
ferent types of mobile mapping systems.

Affordable virtual reality content acquisition and viewing in
head-mounted virtual reality(24) is one of our main goals. Re-
cent work on CNNs shows grate potential e.g. for generat-
ing 360-degree high-quality, spatio-temporally coherent human
videos from a single image (25). To conclude, the commercial-
ization of Virtual Reality (VR) headsets has made immersive
and 360-degree video streaming the subject of intense interest
in the industry and research communities (26). Based on liter-
ature search we claim that our contribution is as follows:

• affordable open source mobile mapping system with syn-
chronized 360 camera,

• capability to record and to synchronize (off-line) 8K 360
camera stream at 30fps (LiDAR and 360 camera streams
are recorded on separate memory cards),
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• open source software for 360 camera to LiDAR calibra-
tion,

• we provided all necessary software components as a
part of an open source project https://github.com/

MapsHD/HDMapping.

2. 360 camera to LiDAR calibration

2.1 Hardware

We improved handheld mobile mapping system (2) (see figure
1) by adding camera Insta360 X4 and ring of LEDs (see figure
2). This setup enables collecting 8K video with 30fps. Ring of
LEDs enables coding timestamp with Grey code, thus it is pos-
sible to synchronized LiDAR and camera streams with 100ms
resolution.

Figure 1. MANDEYE-DEV system composed of LiDAR
MID360 and camera Insta360 X4.

2.2 Colinearity observation equation

To build equirectangular camera colinearity observations first
we use the camera←world [R, t]cw matrix that transforms
3D point P g(xg, yg, zg, 1) in global reference system to point
P l(xl, yl, zl) in local camera reference system. The idea of
transforming spherical coordinates into equirectangular image
is shown in figure (3)).

P l =
[
R, t

]
cw

P g =
[
R, t

]−1

wc
P g (1)

Secondly, we move point P l(xl, yl, zl) to the sphere with radius
equals 1 (P l

r=0).

P l =

plxply
plz

 (2)

∥∥∥P l
∥∥∥ =

√
plx

2 + ply
2 + plz

2 (3)

P l
r=0 =


plx

∥P l∥
ply

∥P l∥
plz

∥P l∥

 (4)

Figure 2. Zoom to LED strips. Our system is capable classifying
this LEDs and decode timestamps assigned by onboard

computer.
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Figure 3. Transforming spherical coordinates into
equirectangular image in photogrammetry.

Having image sizes [cols, rows], the coordinates on the image
sphere can be derived from:

[
latitude
longitude

]
=


−asin( ply

∥P l∥ )

atan(

plx

∥Pl∥
plz

∥Pl∥
)

 (5)

Finally, Ψ[[R,t]wc,x
g,yg,zg] function is given:

Ψ[β] =

[
u
v

]
=

[
cols(0.5 + lon

2π
)

rows(0.5− lat
π
)

]
(6)

where β =
[
[R, t]wc , x

g, yg, zg
]

is set of unknowns (para-
meterized rotation [R, t] and coordinates of a terrain point
xg, yg, zg) to be calculated during calibration. It is worth
mentioning that xg, yg, zg are derived from LiDAR data (by
manual picking) and are considered as constant values. To build
the observation equation incorporating the projection of point
P g(xg, yg, zg) onto image sphere (r=1) the following optimiz-
ation problem is considered:

min
[R,t]wc

C∑
i=1

([
ukp, vkp

]−
Ψ[β]([R, t]wc , x

g, yg, zg)

)2

(7)
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where there are C projections [u, v] of points (xg
i , y

g
i , z

g
i ) onto

image sphere. Thus, equirectangular camera colinearity obser-
vation equation is given in (8),

[
uδ

vδ

]
︸ ︷︷ ︸

residuals

=

[
ukp

vkp

]
︸ ︷︷ ︸

target values

−Ψ[β]([R, t]wc , x
g, yg, zg)︸ ︷︷ ︸

model function

(8)

where
[
uδ

vδ

]
are residuals,

[
ukp

vkp

]
are target values and

Ψ[[R,t]wc,x
g,yg,zg]([R, t]wc , x

g, yg, zg) is the model function.

2.3 Open source camera to LiDAR calibration software

We provided an open source software (Figure 4) avail-
able at https://github.com/MapsHD/HDMapping (name:
mandeye with 360 camera manual coloring). End user should
pick at least five image-LiDAR pairs to conduct calibration. Fi-
nal calibration matrix is stored in .json file.

Figure 4. Colored point cloud with the open source software
available at https://github.com/MapsHD/HDMapping.

2.4 Synchronization processing pipeline

The timestamp is presented using gray code utilizing individu-
ally addressed LED strips. Data signal for LED is prepared by
micro-controller. Micro-controller (ESP-8285) communicates
with MANDEYE-DEV mobile mapping system using USB. Its
firmware is created using Arduino and utilizes FastLED library
and Arduino JSON library code. On Mandeye device a C++
program is run that has a ZMQ subscriber. Subscriber receives
timestamp and state of the device. That is packed to JSON and
sent through USB to the Microcontroller. USB is used to power
the LED strip and the microcontroller. Figures 5-12 show our
processing pipeline to achieve cropped little planet projection
of equirectangular image for improved detection capability and
Hough circles detection performance on CIELAB color space
2nd channel.

Figures 13-16 show detection-less approach with ResNet-18
based binary classifier. Figure 17 shows a timestamps automat-
ically classified with ResNet-18 binary classifier (White box -
LED not active, red box - LED active).

3. Synchronization experiment

Figure 17 shows plot of timestamps automatically classified
with ResNet-18 binary classifier. Figures 13,14 show correct
LEDs’ classification. Figure 15 shows classification errors -
poor generalization. Our experiment shows that neural network

Figure 5. Original equirectangular image

Figure 6. Little planet projection

fails sometimes. For this reason we approximate final result
(see figure 17), thus we can retrieve time stamp for each 360
frame. Our solution provides point cloud, trajectory, 360 im-
ages. Each 360 image has assigned timestamp to the node of
the trajectory. The resolution of our timestamp is 100ms.

4. Coloring experiment

We performed and an experiment of coloring 3D point cloud
with data derived from 360 camera. For this purpose we col-
lected 10 stationary scans in different locations. We registered
them with our software. First camera to LiDAR data was cal-
ibrated with provided software and the calibration matrix was
applied for all 10 stations. Final result is shown in figure 18.
Zoomed view is shown in figure 19.

5. Summary

We built camera to LiDAR calibration working prototype.
We prepared an open-source open hardware documentation
so that everyone can benefit from our contribution. We per-
formed successful experiment of colorizing session recoded
with MANDEYE mobile mapping system. Our synchroniza-
tion method can efficiently assign timestamp for each 360 im-
age. This timestamp is provided by LiDAR, thus all sensors
can benefit from it. Unfortunately, entire procedure is offline.
Based on our best knowledge our system is most affordable that

The International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume XLVIII-1/W4-2025 
EuroCOW 2025 – European Workshop on Calibration and Orientation Remote Sensing, 16–18 June 2025, Warsaw, Poland

This contribution has been peer-reviewed. 
https://doi.org/10.5194/isprs-archives-XLVIII-1-W4-2025-13-2025 | © Author(s) 2025. CC BY 4.0 License.

 
15



Figure 7. Projection of 20% image height

Figure 8. Cropped projection for automatic detection

can provide 8K 360 images at 30fps. It is possible that our solu-
tion is compatible with most of a consumer grade 360 cameras.
Our solution can help in LiDAR/360 data collection and organ-
ization in large scale surveys even when we use customer grade
equipment. In our opinion there are plenty of potential applica-
tions since mobile mapping systems are already widely adopted
in plenty domains.

6. Future work

Most significant drawback of our solution is the complexity of
the procedure. We are going to automatize the colorizing step,
thus overall pipeline will be simplified. The resolution of our
timestamp is 100ms, thus it is difficult at this stage of the devel-
opment to accurately colorize data acquired during motion. For
this purpose we are going to investigate such a method.

Figure 9. CIELAB color space 2nd channel

Figure 10. Visualization of Hough circle detections
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Figure 11. CIELAB 2nd channel - overexposed

Figure 12. Hough circle detections - overexposed.
Equirectangular image processing pipeline to achieve cropped

little planet projection for improved detection capability. Hough
circles detection performance on CIELAB color space 2nd

channel.

Figure 13. Example result, correct classification

Figure 14. Example result, correct classification
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Figure 15. Classification errors - poor generalization.
Detection-less approach with ResNet-18 based binary classifier.

White box - LED not active, red box - LED active.

Figure 16. Detection error due to lighting conditions.
Detection-less approach with ResNet-18 based binary classifier.

White box - LED not active, red box - LED active.

0 1000 2000 3000 4000
Sample index

0

2000

4000

6000

8000

De
co
de

d 
Gr
ay

 V
al
ue

RANSAC fit

Figure 17. Plot of timestamps automatically classified with
ResNet-18 binary classifier.

Figure 18. Colored point cloud of the underground garage. We
collected 10 stationary scans in different locations. We

registered them with our software. First camera to LiDAR data
was calibrated with provided software and the calibration matrix

was applied for all 10 stations.

Figure 19. Zoomed colored point cloud of the underground
garage.
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