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ABSTRACT:

Forest digitisation is one of the next major challenges to be tackled in the forestry domain. As a consequence of tremendous advances
in 3D scanning technologies, broad areas of forest can be mapped in 3D dramatically faster than 20 years ago. Consequently,
capturing 3D forest point clouds with the use of 3D sensing technologies - such as lidar - is becoming predominant in the field of
forestry. However, the processing of 3D point clouds to bring semantics to the 3D forestry data - e.g. by linking them with ecological
values - has not seen similar advancements. Therefore, in this paper we consider a novel approach based on the use of VR (Virtual
reality) as a potential solution for deriving biodiversity from 3D point clouds acquired in the field. That is, we developed a VR
labelling application to visualise forest point clouds and to perform the segmentation of several biodiversity components on tree
stems e.g., mosses, lichens and bark pockets. Furthermore, the VR segmented point cloud was analysed with standard accuracy and
precision metrics. Namely, the proposed VR application managed to achieve an IoU (Intersection over Union) rate value of 98.74%
for the segmentation of bark pockets and resp. 93.71% for the moss and lichen classes. These encouraging results reinforce the
potential for the proposed VR labelling method for other purposes in the future, for example for AI (Artificial Intelligence) training
dataset creation.

1. INTRODUCTION

Recent technological advances in TLS (Terrestrial Laser Scan-
ner) and airborne lidar allow scientists to develop 3D models
of forests that closely reflect the morphological and physical
traits of individual trees (Lines et al., 2022). This opened up a
completely new interpretation of forest ecology based on direct
measurements in the 3D digital twin. The three dimensional ap-
proach already allowed researchers to increase the understand-
ing of radiative transfer modelling (Calders et al., 2018), canopy
microclimate (Zellweger et al., 2019), and biomass estimation
(Calders et al., 2015).

The most widespread forest 3D model data are point clouds ac-
quired by TLS or airborne lidar. However, thanks to progress
made in low-cost 3D scanning technology, the source of forest
3D point clouds is likely to progressively diversify (Mokroš et
al., 2018, Fol et al., 2022, Kükenbrink et al., 2022). Neverthe-
less, point clouds are certainly going to remain the preferred
3D format in the forestry field for the time being due to its
heterogeneous and complex environment which is quite diffi-
cult to model using other 3D representations, such as meshes
or geometric primitives. For this reason, the focus of the VR
application as proposed in this study is exclusively put on the
segmentation of 3D point clouds.

By reviewing the literature for VR and its interaction with point
cloud data, another precedent was found on the subject of forest
point cloud handling: the PointCloudXR project documented
on the SLU (Swedish University of Agricultural Sciences) 3D
remote sensing lab webpage (https://www.rslab.se/pointcloud-
xr/, accessed 10 October 2022). This VR application was de-
signed for forest point clouds acquired from TLS and allows to
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both visualise point clouds based on colour, intensity or class
information stored and perform basic operations on the point
clouds e.g, distance measurements or noise removal. How-
ever, this application does not allow live labelling in VR and
only handles point clouds up to a maximum of 10 to 15 mil-
lion points (https://github.com/mhzse/PointcloudXR, accessed
17 October 2022). Nevertheless, several solutions exist in other
domains. For example, Kharroubi et al. (2019) managed to load
2.3 billion points in real time and in a continuous manner in VR
by making use of the computer’s GPU (graphical processing
unit) to store the point clouds and optimise the rendering pro-
cess. In parallel, the use of the paint brush approach in VR can
also be seen in several studies to segment point cloud (Zhao et
al., 2019, Wirth et al., 2019, Virtanen et al., 2020). In this pa-
per we propose a proof-of-concept for a VR application to help
the point cloud segmentation task by taking into account the
state-of-art of the technology as identified from these previous
studies. The following research questions will be addressed in
this paper: (1) how to load and optimise the visualisation of a
large size point cloud, and (2) how to use VR tools to precisely
segment point clouds of single trees.

Finally, in recent years, with the assistance of machine and
deep learning algorithms, the identification and segmentation
of biodiversity from tree point clouds has become possible as
can be seen in (Rehush et al., 2018) who identified tree micro-
habitats (TreMs) from TLS point clouds. TreMs (tree-related
microhabitats) are a popular biodiversity indicator that repres-
ents geometric features from trees that can serve as a shelter for
highly specific species in the forest such as insects, bats, birds,
or mammals (Bütler et al., 2020). However, this novel AI (Ar-
tificial Intelligence) assisted approach to segment forest biod-
iversity has not yet been able to unlock its full potential due to a
major bottleneck: the availability of training datasets for forest
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Figure 1. Rendering performance comparison for forest terrestrial 3D scanning methods. Scale bar units are in meters.

environments. Indeed, the classical labelling approach makes
use of dedicated computer software to manually segment the
3D data, a task which is time and resource-consuming for the
operator. Therefore, the potential to use VR in aiding this task
also constitutes one of the objectives in this research, in order
to develop a more user-friendly, virtually immersive, and inter-
active system. This will in turn help fill the gap in the creation
of training datasets for AI purposes.

2. METHOD

First of all, research question (1) will be addressed by ana-
lysing the FPS (frames per seconds) value for four different
point clouds, acquired by terrestrial scanning techniques: TLS,
classical photogrammetry, MLS (mobile laser scanning) and
fisheye photogrammetry (c.f. Figure 1). FPS is the default value
used in the domain of VR and more broadly in gaming to eval-
uate the rendering performance of a device. Hence, we will use
this value to investigate the risk of encountering cybersickness
issues while the user is immersed in our VR application (Poux
et al., 2020, Virtanen et al., 2020). For that purpose, the Unity
game engine has a dedicated profiler plugin providing the cor-
responding FPS value while a point cloud was loaded into the
scene. Due to the disparity in the extent of these point clouds, a
common section was segmented from the different point clouds
to guarantee that only overlapping point cloud zones will be
compared during the analyses (c.f. Figure 2) using the open
source software CloudCompare (https://www.danielgm.net/cc/
accessed on 16 September 2022). This procedure allowed us to
conduct a preliminary visual analysis to determine whether or
not the level of detail on the tree stems was sufficient to extract
ecologically valuable information.

This created the link to research question (2). Based on this
analysis only the tree stems obtained by classical photogram-
metry were labelled to extract ecological valuable information
and answer question (2). More precisely, two types of TreMs,

namely bark pockets and mosses/ lichen, were segmented from
the tree stems. In Switzerland, the inventory of TreMs is per-
formed by a 2 person crew visually inspecting select trees from
forest plots. In this regard, the inventory of TreMs is deemed
to be a potentially useful application of the proposed VR ap-
plication. Finally, to evaluate the quality of the segmentation
task, a ground truth dataset was generated using manual screen-
based segmentation in CloudCompare. Afterwards, metrics
were computed to assess the quality of the labelling result, by
computing the confusion matrix, Precision, Recall, IoU (Inter-
section over Union or the Jaccard index) and OAcc (overall ac-
curacy) for each class.

3. RESULTS AND DISCUSSIONS

3.1 Point cloud visualisation

Figure 1 illustrates the difference in size and density of point
clouds acquired by different terrestrial 3D scanning methods.
FPS values are inversely correlated to the number of points
and the size of the point cloud does not have an impact on the
FPS value. TLS (Figure 1 b) point cloud was rendered with
the highest FPS values despite its large size around 30 metres.
However, each tree had FPS values between 16.9 and 46.2,
which is below the minimum requirement for immersive VR
application of 90 FPS (Virtanen et al., 2020). Despite the fact
that such lower FPS are normally associated with jitters latency
artefacts, the point cloud visualisation was still very smooth.
This can be explained by the fact that the point cloud is static
in the middle of the scene and that the GPU is handling all the
computation related to the display. Using this setting, it is there-
fore assumed that the risk of user cybersickness may be limited.
It is worth mentioning that there exists a way to meet the FPS
required for immersive VR applications which implies the sub-
sampling of the point clouds and the employment of algorithms
such as real-time CLOD (Continuous Level of Details) (Schütz
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Figure 2. Transversal section of tree stem acquired by terrestrial remote sensing methods. Scale bar units are in meters.

et al., 2019) or the implementation of the octree structure (Khar-
roubi et al., 2019). Regarding the levels of detail, in Figure 2 a
very clear contrast between point clouds acquired by laser scan-
ning (TLS in (a) and MLS in (b)) and photogrammetry (in (c)
and (d)) can be observed. While in the two image-based point
clouds the tree surface is faithfully represented which allows for
a clear segmentation of the different features on the stem, in the
TLS point cloud it is only possible to determine the presence of
large features such as moss, lichen and cavities. This is even
more evident in the MLS point cloud where colour informa-
tion is practically non-existent and the level of noise around the
bark is high. Based on these visual results, the photogrammetry
point clouds (c) will be used as a reference for the segmentation
of TreMs on the tree stem.

3.2 Biodiversity segmenation

For the evaluation of the segmentation in virtual reality, four
metrics widely used in the field of machine learning and com-
puter vision were assessed: OAcc, Recall, Precision and IoU.
In addition, to better understand the performance of our VR ap-
plication, we calculated the confusion matrix for each of the
separate classification performed on the tree stem. The overall
accuracy is a suitable metric to start the discussion about the
evaluation of the segmentation because it indicates the probab-
ility of correctly labelling a point.

The overall accuracy for the labelling of mosses and cavities
on tree barks are very high, respectively 93.91% and 98.42%.
This result supports the claim that the accuracy of VR labelling
is comparable to classical (screen based) labelling methods.
To further evaluate the accuracy of the VR labelling results,
the precision and recall rates are also useful. In fact, both
values provide additional information on the quality of label
assignment for point clouds in VR. Figure 3 shows that the
assignment of moss/lichen label (P=89.91%, R=87.72%) was
performed with better quality than for the bark pockets class

Figure 3. Overview of VR segmentation performance metrics.

(R=81.38%,P=79.07%). This could be explained by the shape
and size of the TreMs class. The mosses and lichens are part of
a single instance spread over a larger section of the tree stems,
whereas the bark pockets are small patches covering a small
section of the bark (around 3% of total area).

They are further divided into several separate instances. Thus
the difficulty of accurately labelling small patches compared to
homogeneous and larger areas is evident and may explain the
difference in quality between these two classes. Lastly, the IoU
(Intersection over Union) or the Jaccard index metric is used to
assess the quality of the segmentation task since it illustrates not
only the accuracy but also the precision of such tasks. The IoU
value is very high for the mosses and lichens class. This con-
firms clearly the relevance and efficiency of labelling mosses
and lichen on tree stems using the proposed VR-based method.
However, the IoU rate for the bark pocket class is lower, just
above the third quartile. Even though there is a significant dif-
ference between the labelling of bark pockets and mosses and
lichen, these values are in line with the results obtained by Re-
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hush et al. (2018) using AI. We conclude that the prototype
VR-based tool developed in this project provides great promise.
It may also prove to be an interesting solution for the specific
use case of the creation of AI training datasets.

3.3 VR proof of concept

Figure 4. Tree stems before labelling process.

Figure 5. Schematic of the VR functionnalities associated to the
left controller.

Figure 6. Schematic of the VR functionnalities associated to the
right controller.

In this section, preliminary feedback on the usability of the
VR prototype tool as well as the possible improvements will
be presented. Figure 4 illustrates the VR proof of concept ap-
plication, Figure 5 and 6 show the links between different fea-
tures in the virtual world with their corresponding controller
buttons. This implementation relied on the most recent projects
in the field such as PointCloudXR and Kharroubi et al., (2019).
One notable observation is the spherical cursor used for the la-
belling. Although this solution was easy to implement and its
applicability has already been proven in Wirth et al (2019) and
Virtanen et al.(2020), the accuracy of the segmentation task is
constrained by the volume of the sphere, leading to difficulties

for users labelling components of smaller size when using the
spherical cursor, as it was confirmed during the labelling of bark
pockets. In fact, it was very difficult to correctly label the bark
pockets, despite the possibility of letting the user adjust the ra-
dius of the cursor between 0.5 and 1.5 cm. Consequently, a
new shape for the labelling object should be developed to cre-
ate a better user experience. To achieve this goal, inspiration
could be taken from the diverse applications already existing in
the field of virtual reality art, e.g. XR-painting.

Another relevant remark to improve the user friendliness of the
app is the inclusion of text information. If the application re-
quires the use of multiple labels, it can become difficult for the
user to remember which colour corresponds to which class la-
bel. Furthermore, a GUI (Graphical User Interface) containing
information about the tools available on the controller as well
as the current size of the cursor and the current name of the la-
bel in use has the potential to improve the user friendliness of
the proposed tool. Nevertheless, the VR app at this state is still
in its early stages of development but has already shown a large
potential in helping with the point cloud labelling task.

4. CONCLUSIONS

Here, we introduced a new VR application for the segmentation
of biodiversity information from dense and large point clouds.
The newly developed VR application can handle point clouds
coming from various sources including files generated by clas-
sical photogrammetry with high level of detail in the texture. A
proof of concept was carried out for the segmentation of single-
tree stems using two types of TreMs: (1) bark pockets and (2)
mosses and lichens. The results obtained were compared to
a ground truth point cloud labelled using a traditional screen-
based segmentation approach. This comparison demonstrated
satisfactory quality and reinforced its possible application to
generate AI training datasets.

Further work is required to improve remaining shortcomings.
Our results are based on data from a single tree. The presented
findings are therefore not yet statistically sound, although they
already serve as a proof of concept. Repeating the experiment
on a significantly larger dataset is planned in the near future to
validate results presented in this paper. Furthermore, for the
adoption of this VR labelling approach by the scientific com-
munity working on TreMs segmentation, it would be necessary
to diversify the classes with more types of TreMs . However,
the extension of classes would require the correct definition of
the different categories as well. For this reason, a discussion
between experts is planned in order to compile their knowledge
into a standardised user guide or a well-defined usage protocol.
Finally, a tutorial or an informative GUI (graphical user inter-
face) would help users to understand the application and the
various VR labelling functionalities at their disposal.
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Identifying tree-related microhabitats in TLS point clouds using
machine learning. Remote Sensing, 10.

Schütz, M., Krösl, K., Wimmer, M., 2019. Real-time continu-
ous level of detail rendering of point clouds. 2019 IEEE Con-
ference on Virtual Reality and 3D User Interfaces, IEEE, 103–
110.

Virtanen, J.-P., Daniel, S., Turppa, T., Zhu, L., Julin,
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