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ABSTRACT:

The paper considers the problem of identifying game events in a video game of beach volleyball. As a method for solving the
problem, a combined approach is proposed based on recognizing the trajectory of the ball and constructing skeletal representations
of the players. Temporal localization of game events is carried out by searching for the changes in the ball trajectory using the
construction of a composite Bezier curve. Spatial localization is performed by the positioning of the ball and the players in the
frame at the moment of the trajectory change. The classification is based on the skeletal representation of the player touching the
ball. The experiments performed show that the algorithm is able to perform spatiotemporal localization with high precision and
recall.

 

1.1 Introduction

With the recent development of computing and video record-
ing technologies, there are more and more video sports games. 
Analysis of the game actions of athletes is extremely import-
ant to achieve better results. However, manually sequentially 
searching for certain game events on long video recordings of 
matches takes a lot of time for players and coaches and does 
not provide easy navigation through the found fragments. In 
this regard, the task of developing an interactive analytical sys-
tem that would accept a video recording of a sports game match 
as an input and provide the coach working with it with the abil-
ity to quickly search for a given type of game actions and direct 
access to video fragments containing such actions becomes rel-
evant.

More formally, this problem can be reformulated as a problem 
of space-time localization and classification o f g ame events. 
In this paper, an attempt was made to solve the problem of 
spatiotemporal localization and classification o f g ame events 
on video recordings of beach volleyball matches made from a 
static camera.

To date, a free universal solution to this problem does not exist. 
The software products offered on the market are highly specific 
and not available for general use.

1.2 Problem statement

Let us introduce the necessary concepts.

Let’s call a game event a video fragment that demonstrates the 
interaction of a player with a volleyball in one of four ways: an 
underarm pass, an overhand pass, an attack, a block.

Let’s call the player’s skeleton K the set (k1, k2, ..., k14) of 
points on the image, connected by segments in a certain order, 
demonstrating the human pose.
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Let’s call the ball’s trajectory change a trajectory point at which
it abruptly changes its direction due to interaction with the
player.

Let a video fragment of a beach volleyball game consisting of
N frames, shot with a static camera, be given, which may con-
tain one or more game events. Let the classes {Ci}4i=1, of game
events be also given, as well as the class C0 denoting the ab-
sence of a game event.

It is necessary according to the presented video fragment:

1. Determine the trajectory {(xt, yt)}Nt=1 of the ball in the
frame and select on it all times {ni}, at which the traject-
ory has changes.

2. Analyze all game events on frames with the ball trajectory
changes and attribute each of them to one of the {Ci}5i=0

classes.

1.3 The proposed algorithm

If the player interacts with the ball, then the ball’s flight path
contains a break point.

The solution of the set task consists of several stages, shown in
the general scheme (Fig. 1):

Figure 1. General scheme of the method
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1. Ball trajectory analysis. For each image from the input
sequence, the ball is detected. The obtained coordinates
are combined into one common trajectory. The search for
break points characterizing the moment of interaction with
the ball is carried out.

2. Analysis of player poses. For all frames in the time neigh-
borhood of the trajectory changes, the skeletal representa-
tions of the players are calculated. Based on the available
coordinates of the ball and the skeletons of athletes, one
player is determined to carry out the interaction.

3. Event Classification. For the selected player, a feature
vector is constructed, consisting of the coordinates of the
points of the skeleton. Additionally, the angles between
body parts are calculated, specifying the athlete’s posture,
speed of movement and direction. Based on the collected
data, a classification is carried out.

Below we describe these steps in more detail.

1.4 Ball trajectory analysis

1.4.1 Ball localization At the localization stage, the prob-
lem of finding the coordinates of the ball on each frame of the
video sequence is solved. In this work, the localization problem
has its own specifics due to the high speed of movement and the
small size of the desired object.

In this article, the localization problem is solved on the basis of
the TrackNet neural network model (Huang et al., 2019) (Fig.
2), which combines approaches that, on the one hand, analyze
more than one frame on a video simultaneously, and, on the
other hand, do not require the obligatory presence of a history
of the movement of the ball.

Figure 2. TrackNet network architecture

The network takes 3 consecutive frames from the video as input,
applies an encoder taken from the VGG16 network (Simonyan
and Zisserman, 2015) to them, and then receives the result using
the DeconvNet decoder (Noh et al., 2015). The output of this
network is a grayscale image, which displays the probabilities
of finding the center of the ball in each pixel.

The original neural network was pretrained on tennis footage,
while beach volleyball footage was used for the experiments in
this paper. Therefore, as part of this work, it was further trained
on the images of the game of beach volleyball, marked up by
the authors themselves. However, it is impossible to label such
a quantity for the case of playing volleyball manually, not only
because of the large labor costs, but also due to the lack of a
large amount of data for labeling. Therefore, only the last 5
layers of the decoder were retrained. The training was carried
out on 500 training frames for 50 epochs of 200 steps.

1.4.2 Trajectory smoothing At the previous stage, a time
series of ball coordinates was obtained, which has a number
of disadvantages. Firstly, it contains outliers - incorrect ball
locations that are farther from the rest of the found points of
the trajectory beyond the allowable threshold. In addition, the
trajectory is noisy due to the fact that the neural network re-
cognizes the center of the ball with errors. For a more accurate
analysis of the trajectory, it is necessary to smooth it, that is, re-
move all noise breaks without affecting the general appearance
of the trajectory.

Since the ball periodically flies out of the frame on the video
recordings used, we will divide the time series into segments so
that there is only one ball inside each segment and is constantly
in play. The Euclidean distance between two adjacent points of
one segment must not exceed the experimental threshold value
- otherwise the segment at this point is divided into two. The
result of the network operation after removing outliers is shown
in Fig. 3.

Figure 3. Trajectory after removing outliers for a 2 minute video.
Different segments of the trajectory are colored differently

Further, for clarity, we will use only one segment for demon-
stration (Fig. 4).

Figure 4. One segment of the trajectory

In this example, you can see that the trajectories are still quite
noisy, since the network detects the ball up to the size of the
ball. For analysis, such a trajectory needs to be smoothed. By
smoothing we mean the process of bringing a noisy traject-
ory, represented as a set of time-ordered points, to a visually
smoother form.

As a smoothing algorithm, we will use non-linear smoothing
with Bezier curves. The paper makes an assumption that if there
is a parabolic ball trajectory represented by a sufficiently large
set of noisy points, then the Bezier curve constructed from these
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points will approximate this trajectory with high accuracy. Here
we use higher-order Bezier curves, since the perspective projec-
tion of the ballistic trajectory of the ball onto the frame plane
has an order higher than the second.

Let’s build a Bezier curve for the example trajectory. The set of
trajectory points is used as the characteristic polygon.

Figure 5. Bezier curve built from the points of the path. The red
dots are the original path, the blue line is the Bezier curve built

from them

It can be seen that the curve approximates the trajectory poorly
due to the fact that in places where the trajectory changes its
direction, the approximation is with low accuracy. In such a
situation, the logical solution would be to approximate the tra-
jectory using a compound Bezier curve. Thus, the trajectory
smoothing algorithm is implemented as an iterative process:

1. Initialization of the list of point groups, which at step 0
will consist of one element containing all points.

2. Approximation of all groups of points by Bezier curves.

3. Finding the point furthest from the resulting Bezier curves
and dividing the group of points where such a point was
found into 2 groups: before it and after it.

4. Jump to step 2 if the exit condition is not met.

As an exit condition, this paper uses a comparison with the
threshold of the distance from the point at which the curve is
divided into two, to the Bezier curve itself. If the distance from
such a point to the curve is less than the threshold, then the
distance of all other points to the curve lies within these limits.

When applying this smoothing method, the ball’s flight path
will be approximated by a compound Bezier curve. The con-
nection points of the parts of this curve are the desired changes
of the trajectory. The result of the algorithm for the demo curve
is shown in Figs. 6, 7. The Fig. 7 shows that during the ana-
lysis noise trajectories can be formed, which are removed from
consideration using a lower limit on the length of the curve.

1.5 Players’ poses analysis

The next stage of the proposed method is the analysis of ath-
letes’ postures. The input is the result of the work of the pre-
vious algorithm for analyzing the ball trajectory, namely the
frame numbers corresponding to the trajectory changes, and
the coordinates of the ball center. It is necessary to describe
the event on this frame using a numerical feature vector for its
classification.

Figure 6. The result of the algorithm for the example trajectory.
The dots represent the original path, and the line represents the

Bezier curve

Figure 7. The result of running the algorithm for the sample
trajectory without rendering the original points. You can see

small noise Bezier curves at the bottom

1.5.1 Building skeletal player representations First, we
construct skeletal representations of the players. The skeletal
representation is a set of 15 points (14 points are used if the
face could not be recognized) connected in accordance with the
human skeleton (Figs. 8, 9). To do this, we use the OpenPose
neural network method (Cao et al., 2021), which, based on the
input image, builds a list of skeletal representations of people
present in the frame.

The OpenPose algorithm is applied as follows: for a known
frame number containing a ball trajectory change, the skeletal
representations of the players are constructed on this and adja-
cent frames.

1.5.2 Skeletal representations postprocessing After ap-
plying the OpenPose algorithm, the resulting skeletons must be
analyzed.

1. First, sometimes the skeletal representations of the players
may not be detected due to the fast movement of the play-
ers and the complex image background (Fig. 8). There-
fore, for frames in which the athlete’s skeleton could not be
found, the skeleton is copied from adjacent frames. This
is acceptable due to the high frame rate (30 frames / sec)
- the athlete is not physically able to move far beyond the
time period of 1-2 frames.
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Figure 8. Player Skeleton Example

Figure 9. An example of a player whose skeletal representation
failed

2. Second, we need to bind the discovered skeleton repres-
entations to the players for the frame sequence. To do
this, a frame is selected on which all players (4 people)
are present and selected, and all skeletal representations
on it are numbered. Then, on all frames, the skeletons are
sequentially assigned the numbers of the skeletons closest
to them on the previous processed frame. In case of am-
biguity in determining the nearest skeleton, an additional
assessment of the player’s orientation is carried out. Ori-
entation refers to the position of the left and right hand

relative to the camera. At the beginning of the game, one
team is facing the camera, and the other is vice versa. This
characteristic of the skeleton makes it possible to distin-
guish athletes among themselves and unambiguously sep-
arate the selected skeletons.

As a result of the post-processing of the skeletons, on each input
image, for each player, his identifier number is fixed with the
corresponding skeleton.

1.5.3 Feature engineering The main task of the analysis of
the poses of the players is to extract numerical features from the
video fragment of the game event for subsequent classification.
In this paper, the following method is proposed:

1. Based on the known coordinates of the ball, the player
closest to it is found. The distance function is the Eu-
clidean distance between the center of the ball and the
nearest point in the player’s skeletal representation. These
calculations are carried out for a frame containing a ball
trajectory change. The x, y coordinates of each of the 14
points of the found athlete’s skeleton are determined as
components of the feature vector for classification.

2. The coordinates of the players’ skeletal representations are
normalized by subtracting the minimum coordinates x, y
of the skeleton points from the coordinates of all its points.

3. In addition, the angles between body parts are calculated,
since visual analysis shows that such features distinguish
the desired classes. In total, 14 different angles are cal-
culated, the arccosine of the scalar product of vectors is
used for calculation. The obtained values describe the spa-
tial location of the athlete, which is necessary to achieve
the best accuracy, but is not available with only a two-
dimensional image from the camera.

4. For each point of the skeleton, the rate of change of its co-
ordinates in time is calculated, provided that the temporal
frame rate is constant. Velocity is calculated as the aver-
age displacement per unit of time calculated for 10 previ-
ous frames. Thus, the feature vector expands by another
14 components.

5. Since the camera is static, for each point of the skeleton
it is possible to calculate the player’s movement vector
for the previous 10 frames. Both the displacements of the
skeleton points between frames and the average value for
the entire time interval are calculated. The vector coordin-
ates are normalized to the vector norm and are also treated
as numeric features.

Thus, in this section, an algorithm for analyzing the posture of
athletes is proposed, which allows for a certain frame from a
video sequence to obtain a vector of numerical features char-
acterizing the position of the player, his speed at the time of
interaction with the ball and posture. This information is fed to
the input of the classifier.

1.6 Game events classification

The final stage of the method is the classification of the game
event. In accordance with the task, 4 classes are distinguished:
”underarm pass”, ”overhand pass”, ”attack” and ”block”.
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The vector of features for each event has a large dimension, so
the analysis of the feature space is rather complicated. A small
marked-up test video was used to reduce the dimension of the
feature space in two ways: principal component analysis (PCA)
and using latent semantic analysis (Truncated SVD). Visualiza-
tion is shown in Figs. 10, 11.

Figure 10. PCA Transform. Visualization of a reduced feature
space. 4 classes are highlighted in color: blue - underarm pass,

green - overhand pass, yellow - attack, red - block

Figure 11. Truncated SVD

From the obtained images, we can conclude that the ”underarm
pass” class is very different from the others, which makes it
possible to classify most objects using linear algorithms. There-
fore, in this paper, it was decided to divide the classification al-
gorithm into two stages: binary classification to select the ”un-

derarm pass” class and three-class classification to separate the
remaining objects.

Both stages of the algorithm use random forest models. The
final result can be seen in the Fig. 12.

Figure 12. Visualization of the algorithm for classifying a game
event

1.7 Experiments

Now we give examples of the operation of algorithms and the
results of numerical experiments.

1.7.1 Datasets The algorithm was tested on two sets of
videos of beach volleyball games:

• set of videos of the Moscow beach volleyball tournament.
In these videos, shooting is done from the side of one of
the teams from the narrow side, the camera is located from
above at an angle to the field.

• set of friendly matches videos. In these videos, the video
camera is positioned differently: on the right at an angle
of 45 degrees to the grid from the side of one of the teams.

From the first set of video recordings, segments 10-15 seconds
long were selected and marked up, showing the teams playing
one point: serving, receiving the ball, the interaction of players
within the team and the completion of the attack. A total of 50
gaming events were marked up. For the final evaluation of the
method, two 15-second fragments from the first set of videos
and a 2-minute video from the second set were used.

1.7.2 Trajectory changes detection In the fragments from
the first set, there were 13 hits on the ball in total. There are 28
beats on the video from the second set. The algorithm of detect-
ing the trajectory changes shows a recall of 90% and precision
of 73%. Below are the frames (Fig. 13) in which a trajectory
change was revealed. The green frame highlights the players
who provoked a change in the trajectory.

The errors occurred in the following cases:

1. The ball after a weak hit continues to fly in the original
direction.

2. The ball bounces off the ground.

3. There are several balls in the frame.

4. The ball goes out of the frame, and the trajectory is partly
lost.

The most common mistake in the second video is that there is
no rally in the field being filmed, but it is in the adjacent court,
causing the net to trigger on the ball in the adjacent court and
mark events there.
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Figure 13. Event frames

Figure 14. Frames with false positives of the event search
algorithm due to multiple balls and bouncing off the ground

Figure 15. The rally being played in the adjacent court

1.7.3 Classification accuracy The Leave-One-Out-Cross-
Validation (LOOCV) approach was used to train and test the
classification method at both stages due to the small dataset
size. The classification algorithm was applied to the frames
with events detected after the first stage and to the frames which
were labeled manually. The results are shown as error matrices
in Figs. 16 and 17.

The analysis of the errors showed that on the training dataset
separating the class ”underarm pass” made it possible to achieve
an accuracy of determining this class of 92%. Other events are
closer to each other and are classified worse. The overall accur-
acy of recognition of the events ”overhand pass”, ”attack” and
”block” was 62%.

In the case of test videos, it was suggested that each break point
is the interaction of the player with the ball. The analysis of
such events showed that the most popular event was the ”un-
derarm pass”. The accuracy of determining this class was 78%.
The overall classification accuracy was 73%.

2. CONCLUSIONS

Thus, this paper proposes a method for spatiotemporal local-
ization and classification of the events in a video of a sports
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Figure 16. Train confusion matrix

Figure 17. Test confusion matrix

game based on movement trajectories and skeletal representa-
tions. For the temporal localization of a game event, the key ele-
ment is the detection of changes in the ball’s trajectory, which
is performed using the algorithm of iterative construction of a
composite Bezier curve from a sequence of points of the ball’s
supposed centers obtained from a recognizing neural network.
For the spatial localization of an event and its classification, the
construction of skeletal representations of players, the construc-
tion of a vector of additional features, and a two-step classific-
ation using decision forest algorithms are used.
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