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ABSTRACT:
The advent of mobile mapping systems (MMSs) and computer vision algorithms has enriched a wide range of navigation and mapping tasks such as localisation, 3D motion estimation and 3D mapping. This study focuses on Visual Simultaneous Localisation and Mapping (V-SLAM) in the context of two in-houses MMSs: Ant3D, a patented five-fisheye multi-camera rig and GeoRizon, a high-resolution stereo fisheye rig. The aim is to leverage V-SLAM to enhance the systems performance in near-real-time and non-real-time 3D reconstruction applications. The research investigates both Monocular and Stereo V-SLAM applied to both MMSs and tackles the challenge of combining the V-SLAM estimated trajectory of one or a pair of cameras with known multi-camera relative orientation. We propose a state-of-the-art code that serves as a flexible and extensible platform for MMSs image acquisition and processing, along with an adapted version of the well-established ORB-SLAM3.0. Evaluation is performed in a cultural heritage challenging setup: the Minguzzi spiral staircase in the Duomo di Milano Cathedral. Performed tests highlight that introducing V-SLAM trajectories as well as pre-calibrated interior orientation and multi-camera constraints improve speed, applicability and accuracy of 3D surveys.

1. INTRODUCTION

The demand for efficient and precise methods to capture and transform reality into 3D digital data is intensifying. From 3D reconstruction to autonomous navigation, augmented reality, and other applications, the need to sense reality and generate 3D digital data, such as point clouds and meshes, to perform and enhance multiple tasks has increased. Over the years, several well-established techniques, such as photogrammetry, 3D scanning, and LiDAR, have been developed and applied extensively across various domains including architecture, heritage conservation, construction, civil engineering, virtual reality, entertainment, and many others. Nevertheless, digitisation, which is often an intricate and time-consuming endeavour, necessitates innovative approaches to accelerate and streamline the workflow to satisfy the increasing demand. The present investigation focuses on image-based digitisation techniques, exploring the latest advances in acquisition and processing to speed up and enhance image-based reconstruction. Structure from Motion (SfM) and Multi-View Stereo (MVS) are nowadays the most adopted image-based techniques for solving image orientation and mapping the 3D structure of the environment using only a set of overlapped images. This process, made available to non-experts by the various commercial photogrammetric software, involves taking static images and later processing the data offline. This task has proven challenging for large projects regarding acquisition time, processing time, and computational power needed (Leduc et al., 2019). On the other hand, portable handheld mobile mapping systems (MMSs) are a digitalisation trend nowadays, mainly because they offer higher acquisition speeds and flexibility. Range-based MMSs equipped with LiDAR sensors and Simultaneous Localisation And

Figure 1: The in-house handheld GeoRizon (a) and Ant3D (b) systems used in this work. An application on Duomo di Milano Cathedral rooftop, with the recovered camera trajectory estimation (green trajectory) and 3D sparse map point cloud (c).
Mapping (SLAM) algorithms have recently dominated research and industrial domains (Trybula et al., 2023). Similarly, portable multi-camera MMSs solutions (Torresani et al., 2021; Menna et al., 2023; Perfetti et al., 2022a) provide time-effective field operations and added benefits and opportunities such as cost-effectiveness and machine learning prospects (Padkan et al., 2023). Several earlier studies have explored and compared handheld and portable MMSs due to their multiple advantages (Nocerino et al., 2017; Perfetti et al., 2017; Campos et al., 2018; Blaser et al., 2019; Ortiz-Coder & Sánchez-Ríos, 2019; Perfetti et al., 2022b). MMSs also promise to process the data in real-time on the move. Still, in reality, accurate data processing is mainly performed in post-acquisition in an offline context, and the delivery of products is not immediate and may require several days (Chang et al., 2021).

1.1 Visual SLAM (V-SLAM) integration

SLAM originated in the robotics community to localise robots while simultaneously mapping an unknown environment (Chen et al., 2022.). It is mainly used in autonomous driving and GNSS-denied environments. V-SLAM has been developed using computer vision and image-based techniques (Macario Barros et al., 2022). By analysing, tracking, and matching distinctive features in sequential images, we can estimate the relative positions of the camera, compute the trajectory, and construct a map of the environment. Sharing the same input, V-SLAM and MMS can be used to enhance real-time 3D mapping opportunities (Figure 1c) in terms of speed, flexibility, efficiency, and accuracy of work (Ortiz-Coder & Sánchez-Ríos, 2019; Kuo et al., 2020; Menna et al., 2022; Kaveti et al., 2023).

1.2 Paper objectives

This study is part of a broader ongoing research to enhance the traditional photogrammetric static acquisition and offline processing into dynamic acquisition and near-real-time processing able to provide a poses and trajectory as well as a sparse 3D reconstruction. This initial output can be refined in post-processing. This paper aims to demonstrate the integration of multi-camera rigs and Visual SLAM methods and evaluate the performance of a complete processing pipeline from acquisition and real-time processing to offline SfM refinement. The focus is mainly on the processing time while surveying challenging narrow spaces and the achievable accuracy. Section 2 introduces the two multi-camera platforms that were used in this study with their respective setup and configuration and describes the handling of the image acquisition and the integration of the ORB-SLAM3.0 V-SLAM algorithm (Campos et al., 2021). Section 3 describes the case study where the experimental setup and testing were conducted. Section 4 presents the field survey conducted to acquire two image datasets with the two multi-camera and the multiple processing methods tested, including two V-SLAM configurations (Mono and Stereo SLAM). Sections 5 and 6 present and discuss the findings of this study, including conclusions and future works.

2. HANDHELD MMS AND V-SLAM INTEGRATION

2.1 GeoRizon – fisheye stereo system

The first multi-camera system tested is a stereo system, called GeoRizon (Figure 1a). It is composed of a handheld device and a backpack unit that houses the processing computer. The handheld device integrates two ultra-wide fisheye cameras (Table 1) pointing forward and assembled on a rigid bar separated by a 24 cm horizontal baseline. The cameras have a 4096 × 3000 pixels resolution and use a global shutter readout method, ensuring robustness against fast movements. The lenses (Table 2) are a 4k Large Format Fisheye Lens that can support images with resolutions of up to 20 megapixels, ensuring high-quality, detailed images and providing a 195° wide field of view. The system combines the benefits of wide-angle coverage for tracking, mapping, and high-resolution imaging for detailed data capture, making it suitable for applications such as photogrammetry, industrial inspections, and scientific imaging.

2.2 ANT3D – fisheye multi-camera system

The second multi-camera system is called Ant3D (Figure 1b). As GeoRizon, it is composed of a handheld device and a backpack unit. The handheld multi-camera houses five cameras with a resolution of 5 Megapixels (2448 × 2048) equipped with fisheye lenses with a 190° field of view. The system has been developed mainly for digitising narrow spaces such as staircases and underground tunnels, owing to its portability and ability to manoeuvre in such environments (Perfetti et al., 2022a,b). The system setup ensures a quasi-360° view at all acquisition times (excluding the area occupied by the operator), which enables better feature tracking and 3D reconstruction. The motivation behind the setup is to ensure the maximum coverage of the 3D scene and sufficient overlap between the cameras in narrow environments, which results in robust image acquisitions in such areas.

<table>
<thead>
<tr>
<th>Cameras</th>
<th>Brand</th>
<th>Resolution (pixels)</th>
<th>Pixel Size (µm)</th>
<th>Shutter</th>
</tr>
</thead>
<tbody>
<tr>
<td>GeoRizon</td>
<td>FLIR</td>
<td>4096*3000</td>
<td>3.45</td>
<td>Global</td>
</tr>
<tr>
<td>Ant3D</td>
<td>FLIR</td>
<td>2448*2048</td>
<td>3.45</td>
<td>Global</td>
</tr>
</tbody>
</table>

Table 1. Cameras’ specifications.

<table>
<thead>
<tr>
<th>Lenses</th>
<th>Brand</th>
<th>Focal length (mm)</th>
<th>Field of View (deg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GeoRizon</td>
<td>Sunex</td>
<td>3.5</td>
<td>195°</td>
</tr>
<tr>
<td>Ant3D</td>
<td>Sunex</td>
<td>2.7</td>
<td>190°</td>
</tr>
</tbody>
</table>

Table 2. Lenses’ specifications.

2.3 Image acquisition with V-SLAM integration

Handling the image acquisition demands a custom code framework consisting of two units:

1. one responsible for camera initialisation and operation: it is designed to be flexible and extensible to suit both single and multi-camera capture. It is responsible for controlling the camera exposure parameter, executing the capture trigger, and passing the captured images to be processed by the second unit;

2. one responsible of the implementation of ORBSLAM3.0 adapted to be efficient in our processing framework: this unit operates in parallel to the capture unit, awaits for images, perform the V-SLAM processing and store the solution.

The linkage between the two units is established by exploiting ROS (Robot Operating System), which serves as a middleware. From unit 1, the images acquired are published as ROS topics, which are taken over by Unit 2. The code employs parallel directives for parallelising specific computational tasks, using multicore architectures to optimise the performance.
The integration of ORBSLAM3.0 (Campos et al., 2021) introduces a powerful V-SLAM component for real-time mobile mapping activities. It provides real-time image processing for localisation and 3D sparse mapping. The current integrated version of ORBSLAM3.0 has been modified to work seamlessly with ROS and has been adapted to work efficiently with the high-resolution fisheye images acquire at high frame rates, up to 30 fps for each camera.

Finally, to ensure the integration of our approach into a broader data processing workflow, the outputs of the image acquisition can be transformed into results compatible with renowned software solutions, such as Agisoft Metashape and OpenCV. This expands the usability of our solution, enabling a broader spectrum of applications in photogrammetry and computer vision tasks.

3. CASE STUDY

The chosen case study is part of an extensive survey of the Duomo di Milano Cathedral aimed at building a detailed, accurate 3D model supporting on-site construction in an online smart manner (Achille et al., 2020). In particular, the work focuses on the Minguzzi spiral staircase (Figures 2), located at the front right corner of the cathedral and extended from the floor level to the rooftop at a height of 25m. The inner dimensions of the staircase consist of a very narrow passage of about 70cm in width and extreme curvature.

Artificial and natural lights are dim. Such an environment is a challenging case study for most surveying techniques. Terrestrial laser scanning would suffer the highly confined spaces and a challenging case study for most surveying techniques. Artificial and natural lights are dim. Such an environment is strategic as their wider field of view provides larger overlapping regions between stereo images and distinct features in view for longer instants of time, which aids against loss of tracking. For both handheld systems, the image acquisition phase was done in one continuous and upward spiral motion without any stops and took approximately 8 minutes. The survey was initialised at the floor entrance of the tower and finalised at the rooftop exit (Figure 4a). For a better evaluation of the processing methods and a better comparison of the tests discussed later, a single dataset per each system was used to test the different V-SLAM setup configurations by re-processing the data offline. 31 natural reference points (Figure 4b) were identified along the passage, starting at the main entrance, going up the main body of the staircase, and finishing around the exit area of the tower at the rooftop level. The reference points, also used for scaling and georeferencing, are primarily used to check the accuracy of both systems in the final 3D reconstruction.

The staircase dimensions and curvature required thorough understanding for the acquisition to run smoothly without losing track at any instant and to ensure a fully oriented real-time acquisition with acceptable initial camera trajectory and 3D point cloud reconstruction. The spiral nature and extreme curvature provided limited viewpoints to maintain a sufficient number of distinct features for reliable real-time tracking. The strong curvature obstructs the line of sight, even between instant consecutive images, therefore obstructs the already tracked features after taking as little as three steps along the passage. This can also affect the stereo-matching process due to the limited matches between current and previously tracked frames, resulting in a higher drift error. Hence, the use of fisheye cameras in such an environment is strategic as their wider field of view provides larger overlapping regions between stereo images and distinct features in view for longer instants of time, which aids against loss of tracking. For both handheld systems, the image acquisition phase was done in one continuous and upward spiral motion without any stops and took approximately 8 minutes. The survey was initialised at the floor entrance of the tower and finalised at the rooftop exit (Figure 4a). For a better evaluation of the processing methods and a better comparison of the tests discussed later, a single dataset per each system was used to test the different V-SLAM setup configurations by re-processing the data offline. 31 natural reference points (Figure 4b) were identified along the passage, starting at the main entrance, going up the main body of the staircase, and finishing around the exit area of the tower at the rooftop level. The reference points, also used for scaling and georeferencing, are primarily used to check the accuracy of both systems in the final 3D reconstruction by measuring the drift error accumulated from the bottom to the top. This allows an accurate comparison and understanding of each multi-camera system's performance and the processing method. As mentioned, a single image dataset for each handheld system was re-processed using an offline implementation of ORBSLAM3.0, testing both the mono and the stereo setup. After each process, offline refinements for achieving higher accuracy are performed within Agisoft Metashape. The performed tests allow us to analyse the accuracy of the V-SLAM-aided processing pipeline compared to a classical photogrammetric method. The comparison is twofold:

4. DATA ACQUISITION USING MULTIPLE CONFIGURATIONS

Both mobile mapping systems (Section 2) are equipped with artificial LED lights. The V-SLAM method is operated in real-time, allowing the operator to monitor the acquisition at every instant through an attached screen (Figure 3).
Figure 4: Minguzzi staircase: trajectory and sparse point cloud recovered with the V-SLAM approach (a) and marker distribution along the staircase (b).

(i) overall accuracy, estimated by computing the drift error along the path, where similar results are to be expected;
(ii) overall processing time, where we expect the V-SLAM aided approach to significantly reduce the offline computation requirements.

The overall comparison process is shown in Figure 5.

Both multi-camera systems were pre-calibrated using a 3D calibration setup (Figure 6) equipped with 40 frame-filling coded reference points of known 3D coordinates distributed uniformly across the field. The wall was populated with rich texture in the form of random speckled texture patterns printed at different resolutions to provide texture-rich scenes with clear, well-defined, and trackable corresponding features. The available 3D points were evenly divided into Ground Control Points (GCPs) and Check Points (CPs) for RMSE estimations (Table 3).

<table>
<thead>
<tr>
<th>RMSE (mm) on CPs</th>
<th>X</th>
<th>Y</th>
<th>Z</th>
<th>XYZ</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANT3D</td>
<td>0.30</td>
<td>0.20</td>
<td>0.16</td>
<td>0.37</td>
</tr>
<tr>
<td>GeoRizon</td>
<td>0.16</td>
<td>0.10</td>
<td>0.10</td>
<td>0.21</td>
</tr>
</tbody>
</table>

Table 3. CPs’ RMSEs of the MMS calibration process.

### 4.1 GeoRizon

The full images dataset acquired by GeoRizon consisted of 5,562 image (2,781 image per camera). A total of 847 images for a single camera were processed using the Monocular V-SLAM, ensuring full coverage of the Minguzzi staircase, while a total of 4,872 images (2,436 images per camera) were processed in the stereo V-SLAM configuration. No relative orientation of the second camera was done with respect to the monocular case since stereo mode replaces that task in a two-camera-only system.

![GeoRizon and Ant3D camera configurations](image)

**Figure 7:** GeoRizon (a) and Ant3D (b) camera configurations

### 4.2 Ant3D

The image acquisition was simultaneously performed for all five cameras. A total of 7,905 images by the five cameras (1,581 images per camera) were acquired. However, the V-SLAM processing operated solely using the monocular and stereo ORBSLAM3.0, as later described. The monocular V-SLAM estimated EO for the images referring to only one camera, and the V-SLAM stereo setup estimated the EO for the stereo pair. Images acquired with the other cameras entered the processing during the offline SfM refinement, where they were constrained to the raw-oriented images based on the pre-calibrated multi-camera Relative Orientations (ROs) parameters.

#### 4.2.1 V-SLAM Mono

The front right camera of Ant3D (Figure 7b - camera 4) was used in the monocular V-SLAM configuration. A total of 552 images out of the 1,581 images taken by that camera were oriented by the V-SLAM and were enough to cover the whole Minguzzi staircase. During the offline SfM refinement, the Mono dataset was split in two, for Test 3 (Figure 5), the post-process refinement was operated on the pre-oriented 552 images of camera 4 only; while for Test 5 (Figure 5), a total number of 552 x 5 = 2,760 images were processed and multi-camera relative-orientation (RO) constraints were imposed to link the pre-processed images with estimated raw EO with the others.

#### 4.2.2 V-SLAM Stereo

For the stereo configuration, the right pair was used (Figure 7b - cameras 4 and 5), and 1,549 images per camera were oriented. During the offline SfM refinement, as for the mono setup, the...
Regarding the accuracy evaluation, the GeoRizon Mono setup respectively. On the same note, for the Ant3D tests, we observed handheld mobile mapping systems named GeoRizon and Ant3D. Table 4. Stereo dataset was split in two: in Test 4 (Figure 5) refinement was run for the pre-oriented stereo images only. In Test 6 (Figure 5), the remaining three cameras were used with the multi-camera RO constraint, with respect to the already oriented stereo pair, and the total number of offline processed images was 1,549 x 5 = 7,750.

5. RESULTS

Table 4 presents the results obtained by the six configurations (Tests 1 to 6) studied in this work. Two cases were compared: (1) the V-SLAM aided method, using the V-SLAM output as initial EO estimates for the offline refinement in Metashape: this case has been further divided into two configurations for GeoRizon, and into four configurations for Ant3D (Tests 1-6 shown in Figure 5); (2) the classical offline photogrammetric process, without any initial estimates for the EO, on the same six configurations.

To assess the drift error in the different tests, 7 markers located at the base of the staircase were used as GCPS, and the remaining 24 markers were set as CPs to compute RMSEs (Table 4).

Regarding processing times, the V-SLAM-aided case performed much better than regular SfM. For the GeoRizon tests, we observed a decrease in the offline processing time with respect to the regular SfM method of ca 36% and ca 55% for Tests 1 and 2, respectively. On the same note, for the Ant3D tests, we observed a decrease of ca 50%, ca 58%, ca 60% and ca 73% for Tests 3 to 6.

Regarding the accuracy evaluation, the GeoRizon Mono setup (Test 1) resulted in an RMSE of 12 cm, while the GeoRizon Stereo (Test 2) resulted in an RMSE of 6.7 cm. The drift error is effectively reduced by processing more images and employing a more robust image network. A nearly identical result is obtained for Test 2 without initial EO. On the other hand, Test 1 performs better with V-SLAM pre-processing, suggesting that a good V-SLAM pre-orientation of the images can effectively constrain and improve a weak image dataset.

As for Ant3D, RMSEs obtained from the V-SLAM aided cases are very similar to that obtained from regular offline SfM, registering an improvement of 5% and 25% for Test 3 and Test 4, that is, when only Mono or Stereo images are processed (weaker image network). No improvement is visible for Test 5 and Test 6 using the full multi-camera dataset (more robust image network).

Looking only at the V-SLAM aided results, the Ant3D Mono setup (Test 3) performed very poorly with an RMSE of 71 cm, which can be explained by the image quality of the images acquired by camera 4 that shows non-ideal illumination. Ant3D Stereo (Test 4) performs much better than the monocular case (Test 3) with an RMS of 12 cm on par with GeoRizon Stereo.

Finally, Test 5 and Test 6, with constrained RO of all five cameras, performed slightly better with an RMSE of around 10 and 11 cm, respectively. Test 5 and Test 6 performed very similarly but were not identical as expected. Also, the improvement in processing multi-camera images from processing only the stereo pair is marginal, suggesting that the V-SLAM Stereo estimated EO for Ant3D is not as accurate as those of GeoRizon. That again can be explained by the lower image quality of the Ant3D Stereo setup compared to the GeoRizon Stereo setup in terms of ideal illumination, which is due to the GeoRizon stereo pair being front forward while the Ant3D one points towards the wall very up-close. The difference in terms of the overall resolution of the camera may also play a role in the better results obtained by GeoRizon Stereo.

Visual results of the image orientation results are reported in Figure 8. Mesh models derived by handheld systems are presented in Figure 9.

### Table 4. Comparisons between photogrammetric results achieved with/without initial estimates of the exterior orientation parameters (EO) from the V-SLAM solution.

<table>
<thead>
<tr>
<th>GeoRizon (4096 x 3000)</th>
<th>Stereo (Test 1)</th>
<th>Mono (Test 3)</th>
<th>Stereo (Test 4)</th>
<th>Mono + RO (Test 5)</th>
<th>Stereo + RO (Test 6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total numb. of images</td>
<td>847</td>
<td>552</td>
<td>3,098</td>
<td>2,760</td>
<td>7,750</td>
</tr>
<tr>
<td>Processing time (min)</td>
<td>7</td>
<td>4</td>
<td>25</td>
<td>20</td>
<td>55</td>
</tr>
<tr>
<td>V-SLAM as initial estimates</td>
<td>X: 2.31</td>
<td>Y: 2.85</td>
<td>Z: 11.51</td>
<td>XYZ: 12.08</td>
<td>X: 11</td>
</tr>
<tr>
<td>RMSE (cm)</td>
<td>8</td>
<td>8</td>
<td>6</td>
<td>60</td>
<td>206</td>
</tr>
</tbody>
</table>

6. CONCLUSIONS

The study examined the performances of the two in-house handheld mobile mapping systems named GeoRizon and Ant3D. Two main scenarios were compared: one utilising V-SLAM processing output as initial EO estimates and the other without any initial EO estimates. Regarding computational efficiency, the study's findings highlight a significant reduction in processing time when utilising initial estimates for camera alignment. This efficiency gain is particularly significant in scenarios with a higher number of images, where the advantages of leveraging initial image orientation estimates from V-SLAM become more pronounced. Regarding accuracy, performing SfM with initial EO estimates shows an increase in accuracy in all tests with various degrees of effectiveness, from no improvement for robust image blocks to significant improvements for weak image blocks. For both systems, the mono setup (Test 1 and Test 3) proved not optimal as should be expected. These image datasets do not provide complete coverage of the environment or scale information. The drift error from these tests gives an indication of the robustness of the image dataset processed for the V-SLAM estimation. It is evident that the front-facing camera used for V-SLAM Mono tracking in the stereo system provides a better image dataset than the side-facing camera from Ant3D. This comparison suggests that it is worth investigating selecting a different camera or stereo pair from the Ant3D multi-camera to achieve optimal V-SLAM tracking.
The V-SLAM Stereo setup produced better results for both systems compared to the mono setup, again highlighting the stronger image dataset acquired. On the other hand, with the ORBSLAM Stereo setup, many more images can be acquired, clearly resulting in elongated processing time but not always improved accuracy. Indeed, among Ant3D tests, Test 5, where the full multi-camera has been constrained to the EO from V-SLAM Mono, resulted in a lower drift error with a lower count of images and processing times compared to Test 6. The results also suggest that image resolution and illumination quality play a role in determining the quality of the outcome. Indeed, GeoRizon was able to achieve the lower drift error, and the images acquired are both at a higher resolution with respect to Ant3Ds and have better illumination.

Concerning the generated 3D models, both systems provided detailed 3D reconstruction, but ANT3D resulted in a more complete reconstruction due to their larger field of view coverage between the five fisheye views.

Finally, these findings provide valuable insights for practitioners seeking optimal solutions in similar photogrammetric applications using multi-view visual MMS and V-SLAM techniques. Future works will further focus on improving accuracy and lowering computational times to reach near-real-time digitisation.
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