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Abstract

The paper presents a method for verifying the handwriting of a certain author in a corpus of handwritten documents based on a
small number of examples, and proposes an algorithm for data preprocessing.
The use of Siamese neural network is proposed to compare and analyze unique characteristics of handwriting, writing style. This
way of training allows to obtain powerful discriminative image features, embeddings, on the basis of which it is possible to make a
qualitative classification of the author.
The proposed approach was applied to the task of verification of possible autographs of Zhukovsky among manuscripts of unknown
authors. The approach was also applied to the classification task on a fully labeled IAM dataset.

1. Introduction

Deep neural networks have long demonstrated high perform-
ance on image classification tasks. The most striking example -
in 2015, the ResNet (He et al., 2015) neural network with 152
layers showed fewer errors in the ImageNet competition com-
pared to manual partitioning. However, the more parameters a
model has, the higher the risk of overtraining and the greater
the need for more data. This problem is most acute in the task
of verifying the handwriting of a certain author due to the large
number of classes and the small number of representatives of
each class.

In works on the identification of the author of a handwritten
text, the task is often reduced to the analysis of minimal units
of writing, graphemes (Bensefia et al., 2002, Bensefia et al.,
2005, Koch et al., 2015). Taking into account the specificity of
the provided photos, their low quality, it will not be possible
to single out graphemes. But this is not required: it is not ne-
cessary to recognize all graphemes of the handwritten text to
establish authorship. It is hypothesized that the author can be
recognized even in the case when it is impossible to read the
written text. In ordinary life this is done intuitively by the gen-
eral style of writing: by the slant and size of the text, by unique
strokes, by spaces between lines, by the mutual arrangement of
lines, etc. Therefore, in this paper, handwriting style will be
considered as an image pattern, and identification will be made
by a fragment with several lines.

The relevance of the task is conditioned by the fact that the
machine search of texts with handwriting of a certain author
in large databases of raster images of handwritten documents,
on the one hand, considerably expands the possibilities of re-
searchers, in particular, literary critics or historians, to identify
texts of a certain person in archival collections; on the other
hand, it provides archival workers with a convenient tool for
automatic classification: the register of handwriting correspond-
ences identified by the program can serve as a basis for the de-
scription of a manuscript.

2. Siamese neural networks

The main data problem, data scarcity, is supposed to be solved
by using a one-shot learning algorithm — Siamese neural net-
work. Siamese networks were first introduced in the early 1990s
by Bromley and LeCun to solve the (Bromley et al., 1993b)
signature verification problem. It is a type of deep learning
neural network that utilizes two or more identical subnets with
the same architecture. They also use the same parameters for
training.

Siamese networks are particularly useful in the case of classi-
fication with a large number of classes and with a small number
of objects of each class. In such cases, there are not enough
examples of each class to train a deep convolutional neural net-
work. In addition, if new classes were added, the network ar-
chitecture would have to be changed and retrained. Instead,
Siamese networks are trained on the task of binary classifica-
tion of pairs of objects: whether the objects belong to the same
class or not. This makes them particularly useful in tasks that
require flexibility and efficiency with a limited data set.

This type of networks allows to obtain feature vectors, embed-
dings, of two objects reflecting their semantic similarity or dif-
ference. Examples of applications for Siamese networks are:
signature verification (Bromley et al., 1993a), face recognition
(Solomon et al., 2023), sentence paraphrase identification (Yin
and Schütze, 2015).

The class labels are obtained after training a simple classifier on
embeddings, in this paper a two-layer full-link neural network
will be used. A similar method for character classification was
used in (Koch et al., 2015).

The two most popular loss functions for training Siamese neural
networks are– contrastive loss function (Chopra et al., 2005,
Hadsell et al., 2006) and triplet loss function (Schroff et al.,
2015).
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Figure 1. Training the siamese network with triplet loss
(source: https://pyimagesearch.com/2023/03/06/triplet-loss-

with-keras-and-tensorflow/)

2.1 Contrastive loss function

Contrastive loss uses a pair of objects, they can be of both pos-
itive and negative class.

L(x, y) = (1− Z(x, y)) d2(x, y)+

+ Z(x, y) max(0, margin− d2(x, y)) (1)

Z(x, y) =

{
0 | x, y from the same class
1 | x, y from different classes

(2)

d(x, y) = ||x− y||p (3)

Objects of the same class are penalized to minimize the distance
between them, objects from different classes are penalized if the
distance is less than the margin.

2.2 Triplet loss function

An improvement of contrastive loss is triplet loss. Unlike con-
trastive loss, it uses three objects: an object of the considered
class (anchor), with which the comparison will be made, and
two other objects: one belonging to the same class (positive)
and one belonging to the opposite class (negative).

L(a, p, n) = max{d(a, p)− d(a, n) +margin, 0} (4)

The function tends to bring objects of the same class closer and
increase the distance between objects of different classes. Also,
the function does not penalize if the required ratio of distances
between three objects has already been reached. margin — a
pre-defined parameter indicating how much distance difference
to penalize for.

When training a model with triplet loss, fewer samples are re-
quired for convergence because the network is updated simul-
taneously using both similar and dissimilar samples. Therefore,
this loss function will be used in this paper.

3. Author verification task

The manuscripts of V.A. Zhukovsky, the great Russian poet,
are kept in many archives in Russia and abroad. Meanwhile,
archival inventories and catalogs rarely reach exhaustive com-
pleteness in terms of revealing the content of individual stor-
age units. Convolutes, collections of manuscript documents

described as a whole, but including individual texts, includ-
ing those by different authors, represent a big "dark zone" here.
The digitization of manuscripts, which is carried out in these
archives with varying degrees of intensity, makes it possible to
apply the developed software methods of attribution to the ana-
lysis of their content in the foreseeable future. A more complete
description of the context of this problem is given in the article
(Kiselev V.S. et al., 2023).

3.1 Problem statement

In technical terms, the conditions of the task are as follows: a
small collection of Zhukovsky’s handwritings, his autographs
(fig. 2) of different periods of his life — early, mature and late,
of different degrees of neatness — perfect, ordinary, sloppy.
There are 25 images in total.

Figure 2. Autographs

Also given is a set of images of a selection of manuscript doc-
uments of unknown authors, convolut (fig. 3), 222 images in
total. It is required to identify the documents in the collection
of images that are likely to belong to Zhukovsky’s hand.

Figure 3. Convolutes

Formal problem formulation: for each convolute it is required to
determine the probability that this document is an autograph of
Zhukovsky. Then, according to the threshold probability value,
the user will be able to select the top documents for manual
expert verification.
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Features of the provided data:

1. Lack of labeled data. Only 25 objects have an author.

2. Autographs and convolutes have different backgrounds.

3. Handwritings have different scales.

4. Convolutes are digitized much worse than autographs.

5. The images from the convolutes are distorted in the form
of moiré patterns because they were taken from a screen,
and glare is possible.

3.2 Data preprocessing

Enhance image enlargement with a photo enhancer (Picsart). To
prevent overtraining to the background, we binarize the images
using the DocEnTr (Souibgui et al., 2022) transformer. Figure
4 shows an example of binarizing autographs and images from
convolutes.

Figure 4. Binarization

Convolutes are taken at approximately the same scale and the
size of handwriting does not differ much, which cannot be said
about autographs. Therefore, for all autographs we will manu-
ally resize them so that a fragment of 300 pixels in height will
contain 7-8 lines.

3.3 Training and validation sample

It is assumed that there are no more than 2% of Zhukovsky’s
autographs among the convolutes. Therefore, we take all con-
volutes as the negative class and Zhukovsky’s autographs — as
the positive class.

To prevent data leakage to the validation sample, each photo-
graph was cut in half. If the height of the photograph was
greater than the width, the top part was assigned to the train-
ing sample and the bottom part — to the validation sample. If
the width of the photo is greater than the height, the left side
— to the training sample and the right side — to the validation
sample.

To increase the number of positive and negative objects and bal-
ance the classes in the samples, augmentation was performed by
randomly cutting out a 300 x 300 pixel fragment and randomly
transforming the perspective with a distortion rate of 0.3. To
prevent white images from entering the samples, augmentation
was performed so that the proportion of white pixels was no
more than 95%. The number of positive instances increased
40 times, the number of negative instances — 5 times. Total:
1000 positive, 1110 negative — in the training sample, the same
number in the validation sample.

3.4 Probability generation

A general method for obtaining the probability of belonging to
a positive class:

1. Training the Siamese network and obtaining image em-
beddings.

2. Training embeddings classifier (loss function - cross en-
tropy).

3. Obtaining the model prediction for the negative class.

4. Applying the softmax function, obtaining a number from
a probability simplex.

5. Calibrating the probability.

6. Selecting the top of negative class objects with the highest
probability. Hereinafter we will call such objects «suspi-
cious» images.

3.5 Probability calibration

Suppose that a binary classifier produces some estimate of
whether an object belongs to a positive class. Even if the estim-
ate belongs to a probabilistic simplex, it may poorly estimate
the real probability that the object belongs to a positive class.
As a consequence, the response of the classifier is poorly inter-
pretable.

Let us call a classifier well calibrated if for classifier a, object
x of class y satisfies:

a(x) ≈ P (y(x) = 1) (5)

That is, if the classifier gave a group of objects a score of 0.9,
then in the case of a good calibration, this group will contain
about 90% of positive class objects. In reality, the algorithm is
unlikely to give an identical score to a large group of objects, so
all objects are divided into groups according to the probability
value, bins.

To evaluate the calibration of the classifier, a calibration curve
is constructed: the average predicted probability in each bin is
plotted on the x-axis, while the y-axis shows the fraction of
objects in each bin whose class is positive. Thus, for a well-
calibrated classifier, the calibration curve is a straight line.

3.6 Histogram Binning

We apply one of the simplest and most universal calibration
methods — the nonparametric Histogram Binning (Zadrozny
and Elkan, 2001, Guo et al., 2017) method. It solves the prob-
lem of optimization by θ parameters:

θ = argmin
θ

M∑
m=1

n∑
i=1

[ai ∈ Bm](yi − θm)2 (6)

where ai — classifier score
yi — true class of i-object
B1, . . . , BM — bins
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Analytical solution of the problem: θm corresponds to the av-
erage value of the positive class probability estimates falling
into Bm. Usually bins of equal width are used in the method.
After solving the problem, if a grade falls into the i-th bin, it is
replaced by the corresponding value of θi.

Cons of the method:

1. There is a hyperparameter – the number of bins.

2. The probability transformation is not continuous.

3. If bins of equal width are used, some bins may contain a
small number of objects.

3.7 Solution method

Let us apply the idea of training Siamese network on binary
images. Let’s take the pre-trained ResNet18. The last layer has
a dimensionality of 1000 on the output, so the Siamese network
will learn 1000-dimensional image embedding. We will train
the last two layers, 513000 trained parameters. We will build
a dataset of 8000 image triples of the training sample, and a
dataset of 2000 triples of the validation sample: as anchor and
positive we will take random elements of the positive class, as
negative— random element of the negative class.

The graphs 5 show the triplet loss and accuracy on training. Ac-
curacy is considered as the fraction of triplets for which the Eu-
clidean distance between the embeddings of anchor and positive
is smaller than that between anchor and negative. The training
accuracy is 99%, and the validation accuracy is 90.75%.

Figure 5. Triplet loss and accuracy

We train a classifier on the obtained embeddings: a two-
layer fully connected neural network with 513,538 parameters.
The training accuracy is 100%, and the validation accuracy is
97.63% (Fig. 6).

Figure 6. Loss and accuracy

The error matrices (Fig. 7) show that the model has no errors
on the training sample, while on validation — 3% errors.

Figure 7. Confusion matrices on training and validation samples

Let us plot the calibration curves with 20 bins. The 8 plot shows
that the curve is far from a straight line on the validation sample.
After calibrating the probabilities using the Histogram Binning
method, the classifier became well calibrated.
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Figure 8. Histogram Binning

Figure 8 shows the probability distributions within the positive
and negative class before and after calibration. The distribu-
tions turned out to be strongly skewed to the edges, there are
pronounced outliers. Before calibration, the classifier suffered
from «overconfidence» of prediction.
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Figure 9. Probability distributions

«Suspicious» images also turned out to be of good quality (Fig-
ure 10).
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Figure 10. Top images with maximum probability

A similar experiment was conducted for embeddings of the
Siamese network of lower dimensionality, 128. The quality
was slightly worse: 90.1% - accuracy of the Siamese network,
96.3% - accuracy of embeddings classification, the same im-
ages were classified as suspicious.

3.8 Result

The constructed model takes a fragment of an image as input,
but we need to obtain the probability for the whole image. Let’s
apply a simple idea: cut 10 random fragments of 300 x 300
pixels from the image, and for each fragment we get a predic-
tion of the model. We will consider the maximum of 10 predic-
tions as the final probability of the image.

Figure 11. «Suspicious» images

4. Authors identification task

Since there is too little accurate labeling of the authors’ hand-
writing in the previous task, we cannot objectively assess the
quality of the result.

Figure 12. IAM dataset

Let us test the proposed approach on a similar handwriting clas-
sification task on the IAM (U. Marti, 2002) corpus. It con-
sists of handwritten English sentences based on the Lancaster-
Oslo/Bergen (Stig et al., 1978) corpus. IAM contains 1539

mappings with 657 authors. Due to its public availability, flex-
ible structure, and large number of writers, IAM data is widely
used for identification, verification of Latin writers, and hand-
writing recognition.

The experiment will be conducted on a shortened IAM, as there
is one example for the vast majority of authors. We will select
only those authors with at least five objects. Thus, the shortened
IAM contains 397 pictures with 39 authors. Let’s crop the up-
per and lower part of the image with printed text and author’s
signature so that they do not affect the prediction. Examples of
handwriting images of different authors are shown in Figure 12.

A Siamese network with embedding dimension of 1000 was
trained on a set of 1000 triplets and achieved an accuracy of
100% on validation (Figure 13). The accuracy of the two-layer
classifier on 39 classes is — 98.75% (Fig. 14).

Figure 13. Triplet loss and accuracy

Figure 14. Loss and accuracy

This high accuracy compared to the result on the convolutes is
explained by the better quality of the IAM dataset: it does not
have the problem of different background, writing scale and text
location.

5. Conclusion

This paper proposes an approach to verify the handwriting of
a certain author in a corpus of historical documents based on a
small number of samples. Experiments confirming its effective-
ness were performed. In the future, the proposed method can be
improved by switching from classification of an image fragment
with several lines to classification of a single line of handwrit-
ten text, which will help to significantly increase the sample and
eliminate the problem of different handwriting scale.
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